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Abstract

Object detection on drone images with low-latency is an
important but challenging task on the resource-constrained
unmanned aerial vehicle (UAV) platform. This paper inves-
tigates optimizing the detection head based on the sparse
convolution, which proves effective in balancing the accu-
racy and efficiency. Nevertheless, it suffers from inadequate
integration of contextual information of tiny objects as well
as clumsy control of the mask ratio in the presence of fore-
ground with varying scales. To address the issues above, we
propose a novel global context-enhanced adaptive sparse
convolutional network (CEASC). It first develops a context-
enhanced group normalization (CE-GN) layer, by replacing
the statistics based on sparsely sampled features with the
global contextual ones, and then designs an adaptive multi-
layer masking strategy to generate optimal mask ratios at
distinct scales for compact foreground coverage, promoting
both the accuracy and efficiency. Extensive experimental re-
sults on two major benchmarks, i.e. VisDrone and UAVDT,
demonstrate that CEASC remarkably reduces the GFLOPs
and accelerates the inference procedure when plugging into
the typical state-of-the-art detection frameworks (e.g. Reti-
naNet and GFL V1) with competitive performance. Code is
available at https://github.com/Cuogeihong/CEASC.

1. Introduction

Recent progress of deep neural networks (e.g. CNNs and
Transformers) has significantly boosted the performance of
object detection on public benchmarks such as COCO [23].
By contrast, building detectors for unmanned aerial vehicle
(UAV) platforms currently remains a challenging task. On
the one hand, existing studies are keen on designing com-
plicated models to reach high accuracies of tiny objects on
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Figure 1. (a) Comparison of foreground proportions on the COCO
and drone imagery databases; and (b) visualization of foregrounds
(highlighted in yellow) on samples from VisDrone and UAVDT.

high-resolution drone imagery, which are computationally
consuming. On the other hand, the hardware equipped with
UAVs is often resource-constrained, raising an urgent de-
mand in lightweight deployed models for fast inference and
low latency.

To deal with the dilemma of balancing the accuracy and
efficiency, a number of efforts are made, mainly on general
object detection, which basically concentrate on reducing
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the complexity of the backbone networks [2, 13,47]. De-
spite some potential, these methods leave much room for
improvement since they fail to take into account the heavy
detection heads which are widely used by the state-of-the-
art detectors [14,21,22,46]. For instance, RetinaNet [22]
taking ResNet18 [1 1] as backbone with 512 input channels
adopts a detection head that occupies 82.3% of the overall
GFLOPs. Recently, several methods have been presented
to solve this problem, including network pruning [24,45]
and structure redesigning [1, 7], and prove effective in ac-
celerating inference. However, the former is criticized by
the sharp performance drop when computations are greatly
decreased, evidenced by the attempt on detection for UAVs
[45], and the latter is primarily optimized for low-resolution
input (e.g. 640 x 640), making it not straightforward to
adapt to high-resolution aerial images.

Sparse convolutions [6,4 1] show another promising al-
ternative, which limit computations by only operating con-
volutions on sparsely sampled regions or channels via learn-
able masks. While theoretically attractive, their results are
highly dependent on the selection of meaningful areas, be-
cause the focal region of the learned mask in sparse con-
volutions is prone to locate within foreground. Regard-
ing drone images, the vast majority of objects are of small
scales (as shown in Fig. 1 (a)) and the scale of foreground
areas varies along with flying altitudes and observing view-
points (as shown in Fig. 1 (b)), and this issue becomes even
more prominent. An inadequate mask ratio enlarges the fo-
cal part and more unnecessary computations are consumed
on background, which tends to simultaneously deteriorate
efficiency and accuracy. On the contrary, an exaggerated
one shrinks the focal part and incurs the difficulty in fully
covering foreground and crucial context, thus leading to
performance degradation. DynamicHead [31] and Query-
Det [42] indeed apply sparse convolutions to the detection
head; unfortunately, their primary goal is to offset the in-
creased computational cost when additional feature maps
are jointly used for performance gain on general object de-
tection. They both follow the traditional way in original
sparse convolutions that set fixed mask ratios or focus on
foreground only and are thus far from reaching the trade-off
between accuracy and efficiency required by UAV detec-
tors. Therefore, it is still an open question to leverage sparse
convolutions to facilitate lightweight detection for UAVs.

In this paper, we propose a novel plug-and-play detec-
tion head optimization approach to efficient object detection
on drone images, namely global context-enhanced adaptive
sparse convolution (CEASC). Concretely, we first develop
a context-enhanced sparse convolution (CESC) to capture
global information and enhance focal features, which con-
sists of a residual structure with a context-enhanced group
normalization (CE-GN) layer. Since CE-GN specifically
preserves a set of holistic features and applies their statis-

tics for normalization, it compensates the loss of context
caused by sparse convolutions and stabilizes the distribu-
tion of foreground areas, thus bypassing the sharp drop on
accuracy. We then propose an adaptive multi-layer mask-
ing (AMM) scheme, and it separately estimates an optimal
mask ratio by minimizing an elaborately designed loss at
distinct levels of feature pyramid networks (FPN), balanc-
ing the detection accuracy and efficiency. It is worth noting
that CESC and AMM can be easily extended to various de-
tectors, indicating that CEASC is generally applicable to
existing state-of-the-art object detectors for acceleration on
drone imagery.

The contribution of our work lies in three-fold:

1) We propose a novel detection head optimization ap-
proach based on sparse convolutions, i.e. CEASC, to effi-
cient object detection for UAVs.

2) We introduce a context-enhanced sparse convolution
layer and an adaptive multi-layer masking scheme to opti-
mize the mask ratio, delivering an optimal balance between
the detection accuracy and efficiency.

3) We extensively evaluate the proposed approach on two
major public benchmarks of drone imagery by integrating
CEASC to various state-of-the-art detectors (e.g. RetinaNet
and GFL V1), significantly reducing their computational
costs while maintaining competitive accuracies.

2. Related Work
2.1. General Object Detection

General object detection methods can be mainly divided
into anchor-based detectors and anchor-free detectors de-
pending on whether they use preset sliding windows or an-
chors to locate object proposals. In anchor-based detectors,
the multi-stage detectors, including R-CNN [8], Faster-
RCNN [29], Mask RCNN [10], first generate proposal re-
gions and subsequently classify and localize target objects
within them. On the contrary, classification and localiza-
tion of objects can be directly conducted in the whole fea-
ture on the one-stage detectors such as RetinaNet [22] and
GFL V1/V2 [20,21], which treat anchors as final bounding
box targets. As for the anchor-free ones (e.g. Centernet [5],
FCOS [33] and FSAF [48]), the anchors that incur heavy
computational burden are replaced by efficient alternatives
such as centerness constraints or object heatmaps. Although
gains are consistently delivered, it is not so straightforward
to adapt such methods to the case on UAVs.

2.2. Object Detection on Aerial Images

For object detection on drone imagery, current studies
usually follow a coarse-to-fine pipeline where a coarse de-
tector is launched to locate large-scale instances and sub-
regions that contain densely distributed small ones and a
fine detector is further applied to those regions to find in-
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Figure 2. Framework of CEASC. Given a base detector such as GFL V1, CEASC replaces the detection head by context-enhanced sparse
convolution (CESC) in each FPN layer, via generating a mask feature H; and a global feature G; for context enhancement. The mask ratio
of H; is automatically optimized by the adaptive multi-layer masking (AMM) scheme, promoting both the accuracy and efficiency.

stances of small sizes. For example, ClusDet [43] employs
a scale estimation network (ScaleNet) for better fine detec-
tion; DMNet [19] optimizes region selection by conducting
a density map guided connected crop generation; UFPMP-
Det [14] merges sub-regions generated by a coarse detector
into a unified image and designs the multi-proxy detection
network to improve the detection accuracy of tiny objects;
and Focus&Detect [17] makes use of the Gaussian mixture
model to estimate focal regions and introduces incomplete
box suppression to deal with overlapping focal areas. De-
spite of high accuracies achieved, these methods need to
perform inference on one image for multiple times, which
are not efficient, limiting their applications on the resource-
constrained UAV platforms.

2.3. Lightweight Models for Object Detection

Along with the advancement of deep learning, the com-
plexity of object detection models has sharply increased, in-
curring heavy computational cost and slow inference speed.
Several typical solutions are proposed in parallel to reduce
computations for acceleration, including neural architecture
search [32,37], network pruning [24,25], knowledge distil-
lation [2,44] and lightweight model design [28,30]. Among
them, lightweight model design is in the lead for detection
on UAVs for its good potential in speed-accuracy trade-off.

Some methods focus on lightweight backbones, where
MobileNet [12, 13,30] and ShuffleNet [26,47] are the rep-
resentatives, which employ depth-wise separable convolu-
tions and group convolutions, respectively. Some methods
design lightweight detection heads, e.g. in the YOLO se-
ries, YOLO v6 [18] presents an efficient decoupled head,
while YOLO v7 [36] plans re-parameterized convolutions.

Sparse CNN has recently emerged as a promising way to
accelerate inference by generating pixel-wise sample masks

for convolutions. In particular, [31,42] have attempted to
apply sparse convolutions to the detection head. [31] con-
ducts a pixel-level combination of FPN features from differ-
ent scales via spatial gates to reduce the computational cost.
QueryDet [42] works on high-resolution images and utilizes
the P, features from FPN to improve the accuracy on tiny
objects, while a cascade sparse query structure is built and
trained by the focal loss [22] for acceleration. Nevertheless,
as these methods usually use a fixed mask ratio without cap-
turing global context, they fail to handle severe fluctuations
of foreground regions, leading to insufficiently optimized
detection results on drone images. In contrast, our method
adaptively adjusts the mask ratio with global feature cap-
tured to balance the efficiency and accuracy.

3. Method

As Fig. 2 shows, given a base detector, the entire CEASC
network aims to optimize the detection head at different lay-
ers in FPN, by developing a context-enhanced sparse con-
volution (CESC), which integrates focal information with
global context through a lightweight convolutional module
as well as a context-enhanced group normalization (CE-
GN) layer. An adaptive multi-layer masking (AMM) mod-
ule is designed to enable the model adaptively generating
masks with an adequate mask ratio, thus reaching a better
balance in accuracy and efficiency.

The details of the components aforementioned are de-
scribed in Sec. 3.1 and Sec. 3.2.

3.1. Context-Enhanced Sparse Convolution
3.1.1 Sparse Convolution

Most existing detectors on drone images work with dense
detection heads, convolving on the whole feature maps. Al-
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though fully exploring visual clues facilitates detecting tiny
objects, the dense head requires much more computations,
which is not applicable to the resource-constrained UAV
platform. In the mean time, the foreground area only occu-
pies a small part of a frame acquired by a drone as shown in
Fig. 1, indicating that the dense head conducts a lot of com-
putational operations on background, which contains much
less useful information for object detection. This observa-
tion reveals the potential to accelerate the detection head by
only computing on the foreground area.

Sparse convolution (SC) [6,41] have recently been pro-
posed, which learn to operate on foreground areas by em-
ploying a sparse mask and prove effective in speeding up
the inference phase on a variety of vision tasks. Inspired by
them, we construct our network based on SC.

Specifically, given a feature map X; €
from the ¢-th layer of FPN, SC adopts a mask network con-
sisting of a shared kernel W ,,,,.x € REX1X3%3 where B,
C, H, W refers to the batch size, channel size, height and
width, respectively. Convolving on X; based on W45k
generates a soft feature S; € REX1XHXW 'which is further
turned to a mask matrix H; € {0, 1}B*1*H*W 1y ysing
the Gumbel-Softmax trick [35] formulated as below:

RBXCXHXW

6]

. U(m) > 0.5, For training
,L- p—
For inference

S; >0,

where g1, g2 € REXIXHXW denote two random gumbel
noises, o refers to the sigmoid function, and 7 is the corre-
sponding temperature parameter in Gumbel-Softmax.
According to Eq. (1), only the area with the mask value
1 involves in convolutions during inference, thus reducing
the overall computational cost. The sparsity of H; is con-
trolled by a mask ratio r € [0, 1], which is often set larger
than 0.9 by hand in existing studies. Since the base detector
(here we take GFL V1 as an example) has a classification
head and a regression head in the detection framework, we
separately introduce a mask network for each head consid-
ering that they often focus on different areas. Each detection
head adopts four Convolution-GN-ReLU layers and a single
convolution layer to make prediction, where we replace the
conventional convolution layers with the SC ones.

3.1.2 Context Enhancement

As claimed in [44], contextual clues (e.g. background sur-
rounding target objects) benefit object detection; however,
SC performs convolutions only on foreground and abandons
background with useful information, which probably under-
mines the overall accuracy, especially in the presence of tiny
objects prevailing in drone images. To tackle with this prob-
lem, [40] attempts to recover surrounding context by inter-
polation, but it is not reliable as the focal and background

areas exhibit large discrepancy. In this work, we propose a
lightweight CESC module, jointly making use of focal in-
formation and global context for enhancement and simulta-
neously boosting the stability of subsequent computations.
As displayed in Fig. 2, we apply a point-wise convolution
to the feature map X;, generating the global contextual fea-
ture G;. Since only a few elements in X; are processed by
SC, G; tends to become stable after multiple rounds of SC
without taking much extra computational cost.

As an important part of SC, we embed the global contex-
tual information G; into the SparseConvolution-GN-ReL.U
layers, which takes the feature map X, ;, the mask H;, and
the global feature G; as inputs, where j indicates the j-th
SparseConvolution-GN-ReLU layer. Instead of using the
activated elements to compute the statistics for group nor-
malization as in conventional SC, we adopt the mean value
and standard deviation of G; for normalization, aiming to
compensate the missing context. Supposing that L; ; is the
output feature map after applying SC on X ;, the context-
enhanced feature F; ; is obtained by CE-GN as below

w % L; ; — mean[Gy]

F;, =
J Std[Gz]

+b )
where mean|-| and std|-] denote the mean and standard de-
viation, respectively, and w and b are learnable parameters.
To further mitigate the information loss in SC and make
the training process more stable, we additionally maintain
the normal dense convolution besides the sparse one during
training, generating a feature map C, ; convolved on the
full input feature map. We then employ C;_; to enhance the
sparse feature map F; ; by optimizing the MSE loss as:

L 4
1
Enomn = E ;; ||CL,] X HZ - Fi,jH2a (3)

where L is the amount of layers in FPN.

We finally adopt a residual structure before the activation
layer by adding G; to F; ;, i.e. F; ; := F; ; + G, which
strengthens context preservation. The complete architecture
of the CESC module and the CE-GN layer are displayed in
Fig. 2.

3.2. Adaptive Multi-layer Masking

Without any extra constraint, the sparse detector tends to
generate the mask with a large activation ratio (or a small
mask ratio) for a higher accuracy, thus increasing the over-
all computational cost. To deal with this issue, most existing
attempts use a fixed activation ratio. However, as the fore-
ground of aerial images exhibits severe fluctuations, a fixed
ratio is prone to incur either significant increase in compu-
tation or decrease in accuracy due to insufficient coverage
over foreground areas. For the trade-off between accuracy
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Base Detector Method mAP AP5y AP75 | ARy AR;p ARjg0 ARsgo | GFLOPs  FPS
GFLVI[1] Baseline 284 50.0 278 | 0.62 6.36 35.6 449 524.95 13.46
Ours (CEASC) | 28.7 507 284 | 0.65 6.56 35.6 45.0 150.18  21.55

RetinaNet [27] Baseline 21.8 393 211 | 054 582 29.1 353 529.81 13.41
Ours (CEASC) | 21.6 396 206 | 0.59 5382 28.9 34.7 157.41  20.10

Faster-RCNN [2] Baseline 248 43.6 25.0 | 0.64 597 33.0 34.9 322.25 18.17
Ours (CEASC) | 246 434 247 | 0.64 5091 32.8 35.1 13291 21.71

FSAF [48] Baseline 26.3 503 237 | 053 525 32.5 43.5 518.25 14.06
Ours (CEASC) | 250 489 22.0 | 0.56 5.65 31.1 41.5 153.92 19.43

Table 1. Comparison of AP/AR (%) and GFLOPs/FPS on VisDrone by using our approach with various base detectors.

and efficiency, we propose the AMM scheme to adaptively
control the activation ratio (or reversely the mask ratio).

Specifically, AMM firstly estimates an optimal mask ra-
tio based on the ground-truth label. By leveraging the label
assignment technique, for the i-th FPN layer, we obtain the
ground-truth classification results C; € R™*™i*¢  where
c represents the number of categories including the back-
ground; h; and w; indicate the height and width of the fea-
ture map, respectively. The optimal activation ratio P; in
the ¢-th FPN layer is estimated as

Pos(C;)

Pi= Numel(C;)’ @
where Pos(C;) and Numel(C;) indicate the number of pix-
els belonging to the positive (foreground) instances and that
of all pixels, respectively.

To guide the network adaptively generating a mask with
an adequate mask ratio, we employ the following loss

®)

1 Pos(H;) 2
Lo = 7 3 Nametry ~72)

% indicates the activation ratio of the mask

H,. By minimizing L,,m, H; is forced to abide by the
same activation ratio as the ground-truth foreground ratio
P;, thus facilitating the generation of adequate mask ratios.

By adding the conventional detection loss L g.¢, we for-
mulate the overall training loss as follows:

where

L= Edet + a X £no7‘m + 6 X Eamrru (6)

where «, 3 are hyper-parameters balancing the importance
of Lorm and Lgmm.-

4. Experiments

We evaluate the effectiveness of CEASC by comparing it
to the state-of-the-art lightweight approaches and conduct-
ing comprehensive ablation studies.

4.1. Datasets and Metrics

We adopt two major benchmarks for evaluation in drone-
based object detection, i.e. VisDrone [49] and UAVDT [4].
VisDrone consists of 7,019 high-resolution (2,000 1,500)
aerial images belonging to 10 categories. Following previ-
ous work [42,43], we use 6,471 images for training and 548
images for testing. UAVDT contains 23,258 training images
and 15,069 testing images with a resolution of 1,024 x540
from 3 classes.

We employ the mean Average Precision (mAP), Average
Precision (AP) and Average Recall (AR) as the evaluation
metrics on accuracy, as well as GFLOPs and FPS as the
ones on efficiency.

4.2. Implementation Details

We implement our network based on PyTorch [27] and
MMDetection [3]. On VisDrone, all models are trained for
15 epochs with the SGD optimizer, and the learning rate
is initialized as 0.01 with a linear warm-up and decreased
by 10 times after 11 and 14 epochs. On UAVDT, we train
models for 6 epochs with an initial learning rate at 0.01,
decreased by 10 times after 4 and 5 epochs. The trade-
off hyper-parameters  and 3 in Eq. (6) are set to 1 and
10, respectively, and the temperature parameter 7 in Gum-
bel Softmax is fixed as 1. We make use of GFL V1 as the
base detector and ResNetl8 as the backbone with 512 fea-
ture channels by default. The input image sizes are set to
1,333 %800 and 1,024 x540 on VisDrone and UAVDT, re-
spectively. All experiments are conducted on two NVIDIA
RTX 2080Ti GPUs, except that the inference speed is test
on a single RTX 2080Ti GPU.

4.3. Evaluation on Different Detectors

It is worth noting that the proposed CEASC network is
plug-and-play. To validate its effect in a wide range of base
detectors, we report the performance by combining CEASC
with four prevailing base detectors: GFL V1 [21], Reti-
naNet [22], Faster-RCNN [29] and FSAF [48]. As shown in
Table 1, by integrating CEASC, the GFLOPs of all the base
detectors are reduced by at least 60%, and the FPS is pro-
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CESC AMM | mAP AP;y APy | GFLOPs  FPS
284 50.0 278 52495  13.46
v 28.6  50.6 282 158.23  19.26
v v 28.7 50.7 284 150.18  21.55

SC Res. CEGN L,orm | mAP AP;, AP.; | GFLOPs FPS
284 500 278 | 52495 1346

v v 26.1 472 253 151.66  21.51
v v v 285 505 283 155.90  19.91
v v v v 287 507 284 | 150.18 21.55

Table 2. Ablation on CESC and AMM with GFL V1 as the base
detector on VisDrone.

1.00

0.00

(a) CE-GN (b) GN

Figure 3. Visualization on correlation between features generated
by dense convolutions and those by sparse convolutions using dis-
tinct normalization schemes on VisDrone, (a) and (b) use CE-GN
and GN on sparse convolutions, respectively.

moted by 20%~60% with slight fluctuations in mAP, indi-
cating its effectiveness and generalizability in accelerating
detectors without sacrificing their accuracies.

4.4. Ablation Study

We validate the main components of CEASC, where we
also adopt GFL V1 as the base detector in all the ablation
studies.

44.1 On CESC and AMM

As Table 2 reports, by employing the CESC component, the
base detector saves about 70% of GFLOPs and runs 1.43
times faster without any drop in accuracy, since SC reduces
the complexity and the CE-GN layer together with the resid-
ual structure compensates the loss of context. By adopting
the dynamic mask ratio to obtain a compact foreground cov-
erage, the AMM component further increases the accuracy
and accelerates the inference speed by 11.9% while saving
5.1% of GFLOPs. Note that the training process of GFL
V1 becomes extremely unstable when directly applying SC
without CESC, and we thus do not provide the result by
individually evaluating AMM on GFL V1.

4.4.2 On Detailed Designs in CESC

We separately evaluate the effect of the residual structure
(Res. for short), CE-GN and the normalization 10sS L,,o;m
in Eq. (3) on the performance of CESC. Recall that directly

Table 3. Ablation on detailed designs in CESC with GFL V1 on
VisDrone.

Method mAP AP;y AP;5 | GFLOPs  FPS
Dense Conv. 284 500 278 524.95 13.46
w/o Normalization | 26.1 47.2 25.3 151.66 21.51
GN [39] 2800 499 277 154.49 18.82

BN [16] 26.1 470 254 150.81 19.55

IN [34] 279 497 276 160.91 19.30
CE-GN (Ours) 28.7 507 284 150.18  21.55

Table 4. Ablation on CE-GN with GFL V1 on VisDrone.

Method mAP AP;y AP7; | GFLOPs  FPS

3 x 3 convolution 28.5 50.1 28.1 262.38 17.12
GhostModule [9] 283 50.1 278 194.66  19.22
CBAM [38] 284 503 2738 148.08 16.20
Criss-Cross Attn. [15] | 284  50.3 27.8 159.27 15.40
Point-wise (Ours) 28.7 50.7 284 150.18  21.55

Table 5. Comparison of distinct methods to encode global context
with GFL V1 on VisDrone.

Method mAP AP50 AP75
Global 284 502  28.1
Layer-wise | 28.7 50.7 284

GFLOPs  FPS
162.53 19.84
150.18  21.55

Table 6. Comparison of estimating the mask ratio in different ways
by AMM on VisDrone.

applying SC to GFL V1 makes the training process unsta-
ble. As summarized in Table 3, when employing the resid-
ual structure, GFL V1 with SC turns to be stable and re-
quires much less GFLOPs, but the mAP sharply drops due
to the loss of context. By adding the context information via
CE-GN, the accuracy is significantly promoted with a slight
increase in GFLOPs. L, ., further boosts the accuracy and
efficiency, since it implicitly strengthens the sparsity of the
features.

We further evaluate the performance of CE-GN by com-
paring it to the counterparts including the one without using
normalization as in QueryDet [42], GroupNorm (GN) [39]
as in DynamicHead [3 1], BatchNorm (BN) [16] and Instan-
ceNorm (IN) [34]. We also report the results by the original
GFL V1 detector denoted as ‘Dense Conv.’. As displayed in
Table 4, CE-GN substantially promotes the accuracy of the
model without normalization by 2.6%. In comparison to the
other normalization schemes, CE-GN achieves the best ac-
curacy, 0.7%, 2,6% and 0.8% higher than GN, BN and IN,
respectively. It is worth noting that CE-GN performs the
best in efficiency in regards of GFLOPs and FPS as well. To
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VisDrone

Figure 4. Visualization of the dynamic masks estimated by AMM for different layers (from ‘P3’ to ‘P7’) in FPN of GFL V1. Highlighted

areas are activated for computation.
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Figure 5. Comparison of the fixed mask ratio and the dynamic one
estimated by AMM.

highlight the advantages of CE-GN, we visualize the cosine
similarities between the features generated by dense convo-
lutions and sparse convolutions, where CE-GN and GN are
separately utilized to normalize SC. As Fig. 3 illustrates, the
features using CE-GN exhibit higher correlations than those
using GN, showing the superiority of CE-GN in enhancing
global context for SC.

To encode global context, we utilize the point-wise con-
volution, and make comparison to existing techniques in-
cluding the plain 3 x 3 convolution, GhostModule [9], and
several attention-based methods such as CBAM [38] and
Criss-Cross Attention [15]. As summarized in Table 5, the
point-wise convolution outperforms the counterparts in de-

Method mAP APs;o AP75 | GFLOPs  FPS
with P3 269 48,6 263 143.03  27.78
with P3-P4 285 505 281 149.09  24.60
with P3-P5 28.7 50.7 284 150.01  21.79
Ours (with P3-P7) | 28.7 50.7 284 150.18  21.55

Table 7. Ablation on FPN with GFL-V1 on VisDrone.

tection accuracy. Meanwhile, it reaches the lowest GFLOPs
in the convolution-based approaches and achieves the high-
est FPS among all the methods, clearly demonstrating its
advantage in balancing the accuracy and efficiency.

4.4.3 On Detailed Analysis of AMM

We compare the AMM module with a fixed mask ratio rang-
ing from 0.50 to 0.95 on VisDrone and from 0.50 to 0.975
on UAVDT, respectively. As Fig. 5 shows, more features
are involved in convolution when reducing the mask ratio,
resulting in higher computational cost and lower FPS. In the
mean time, we can see that the detection accuracy is sensi-
tive to the mask ratio, which is not consistently improved as
the ratio increases. Moreover, the optimal fixed mask ratio
varies on different datasets, e.g. 0.9 on VisDrone and 0.95
on UAVDT in regards of mAP. In contrast, AMM adaptively
determines an appropriate mask ratio, with which the base
detector reaches the best accuracy and the highest inference
speed, demonstrating its necessity.

Note that AMM separately computes the mask ratio for
different layers in a “Layer-wise” way. We compare it to a
“Global” version, which estimates a global mask ratio for
all layers. As demonstrated in Table 6, the “Layer-wise”
method clearly performs better than the “Global” one in
terms of mAP and FPS. The reason lies in that the optimal
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Base Detector Method Backbone mAP APs5y AP75; | GFLOPs FPS
Baseline ResNet18 284 50.0 278 524.95 13.46

GFL V1 [21] MobileNet V2 [30] | MobileNet V2 | 28.5 50.2 28.1 491.47 13.63
ShuffleNet V2 [26] | ShuffleNet V2 | 26.2 46.6  25.7 488.94  13.92
Ours (CEASC) ResNet18 28.7 50.7 284 150.18  21.55

Baseline ResNet50 202 369 195 586.77 10.27

RetinaNet [22] QueryDet [42] ResNet50 19.6  35.7 19.0 - 10.65
QueryDet-CSQ [42] ResNet50 19.3 350 189 - 11.71
Ours (CEASC) ResNet50 20.8 350 27.7 201.96 14.27

Table 8. Comparison of mAP/AP (%) and GFLOPs/FPS with the state-of-the-art approaches on VisDrone. ‘-’ indicates that the result is

not reported or not publicly available.

Method mAP AP50 AP75 GFLOPs FPS

Baseline 169 295 179 | 271.66 20.49
Ours (CEASC) | 171 309 178 64.12 28.47

Table 9. Comparison of mAP/AP (%) and GFLOPs/FPS with GFL
V1 on UAVDT.

mask ratio varies in different layers of FPN as displayed in
Fig. 4, and the “Layer-wise” method estimates the mask ra-
tio more precisely than the “Global” one, thus promoting
both the accuracy and efficiency. We also evaluate its effect
at different FPN layers in Table 7. With less FPN layers,
GFLOPs and FPS are improved. Abandoning P6-P7 does
not affect much as they are less informative. Removing P4
incurs a sharp drop in mAP, indicating that P4 is crucial,
which is consistent with the visualization.

4.5. Comparison to SOTA

We compare our network with the state-of-the-art ones:
1) the lightweight methods including MobileNet V2 [13]
and ShuffleNet V2 [47]; 2) the detection head optimiza-
tion methods for drone imagery including QueryDet [42]
and its acceleration part QueryDet-CSQ [42]. Since GFL
V1 [21] with ResNet18 as the backbone is widely used and
proves effective in drone-based object detection, we select
it as the base detector, and denote the original version as the
‘Baseline’ method. We also report the result by using Reti-
naNet [22] with ResNet50 as the backbone, since it is used
as the base detector in QueryDet and QueryDet-CSQ. Note
that the same data augmentation technique used in Query-
Det is adopted in our implementation for fair comparison.

As summarized in Table 8, CEASC remarkably reduces
the GFLOPs of the base detectors (GFL V1 and RetinaNet),
reaching a slightly higher mAP in the mean time. For in-
stance, CEASC decreases the GFLOPS of the Baseline GFL
V1 by 71.4% and achieves 60% speedup in terms of FPS
during inference, with a 0.3% improvement in mAP. Since
the lightweight models, i.e. MobileNet V2 and ShuffleNet
V2, quest for efficiency by simplifying the network struc-

tures, their mAPs are lower than ours. Moreover, they apply
dense detection heads, thus requiring much more GFLOPs.
Though QueryDet-CSQ considers to optimize the detection
head by the CSQ module with sparse convolutions, it only
concentrates on small objects and ignores the loss of con-
textual information. Besides, QueryDet introduces an extra
heavy query head to promote performance, which inevitably
incurs more computational cost. In contrast, CEASC newly
develops the context-enhanced sparse convolution module
and designs an adaptive multi-layer masking scheme, thus
clearly outperforming QueryDet and QueryDet-CSQ, both
in accuracy and efficiency.

We also evaluate CEASC on UAVDT. As reported in Ta-
ble 9, our method reduces the GFLOPs by 76.3% and boosts
the inference speed by 38.9% with a gain of 0.2% in mAP,
compared with the Baseline.

5. Conclusion

We propose a novel plug-and-play detection head opti-
mization approach, namely CEASC, to object detection on
drone imagery. It develops the CESC module with CE-GN,
which substantially compensates the loss of global context
and stabilizes the distribution of foreground. Furthermore,
it designs the AMM module to adaptively adjust the mask
ratio for distinct foreground areas. Extensive experimental
results achieved on VisDrone and UAVDT demonstrate that
CEASC remarkably accelerates the inference speed of var-
ious base detectors with competitive accuracies.
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