No One Left Behind: Improving the Worst Categories in Long-Tailed Learning

Yingxiao Du, Jianxin Wu*
State Key Laboratory for Novel Software Technology, Nanjing University
Nanjing, China, 210023
duxy@lamda.nju.edu.cn, wujx2001@gmail.com

Abstract

Unlike the case when using a balanced training dataset, the per-class recall (i.e., accuracy) of neural networks trained with an imbalanced dataset are known to vary a lot from category to category. The convention in long-tailed recognition is to manually split all categories into three subsets and report the average accuracy within each subset. We argue that under such an evaluation setting, some categories are inevitably sacrificed. On one hand, focusing on the average accuracy on a balanced test set incurs little penalty even if some worst performing categories have zero accuracy. On the other hand, classes in the “Few” subset do not necessarily perform worse than those in the “Many” or “Medium” subsets. We therefore advocate to focus more on improving the lowest recall among all categories and the harmonic mean of all recall values. Specifically, we propose a simple plug-in method that is applicable to a wide range of methods. By simply re-training the classifier of an existing pre-trained model with our proposed loss function and using an optional ensemble trick that combines the predictions of the two classifiers, we achieve a more uniform distribution of recall values across categories, which leads to a higher harmonic mean accuracy while the (arithmetic) average accuracy is still high. The effectiveness of our method is justified on widely used benchmark datasets.

1. Introduction

Various gaps exist when adapting image recognition techniques that are developed in the lab to industrial applications. The most noteworthy one is perhaps the difference between training datasets. Most training datasets used in academic research [6, 16] are balanced with respect to the number of images per class. This should not be taken for granted because datasets used in real-world applications are more likely to be imbalanced. Training deep models on these datasets is not trivial as models are known to perform poorly on such datasets. Long-tailed recognition is a research field that aims at tackling this challenge.

Figure 1. The per-class recall of models trained on the imbalanced CIFAR100 (with imbalance ratio 100). Per-class recall value varies a lot from category to category. Moreover, it is not necessarily true that all categories in the “Few” subset have lower accuracy than those in the “Many” or “Medium” subsets.

<table>
<thead>
<tr>
<th>Method</th>
<th>Mean Accuracy</th>
<th>Lowest Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>BSCE [22]</td>
<td>42.24</td>
<td>3.00</td>
</tr>
<tr>
<td>DiVE [12]</td>
<td>45.11</td>
<td>2.00</td>
</tr>
<tr>
<td>MiSLAS [30]</td>
<td>47.05</td>
<td>5.00</td>
</tr>
<tr>
<td>RIDE [26]</td>
<td>48.64</td>
<td>2.00</td>
</tr>
<tr>
<td>PaCo [4]</td>
<td>51.24</td>
<td>5.00</td>
</tr>
</tbody>
</table>

Table 1. The lowest per-class recall of various state-of-the-art methods on the imbalanced CIFAR100 (with imbalance ratio 100). Although there are rapid improvements over the mean accuracy, the lowest per-class recall remains very low.
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important and no one should be left behind. We also find that despite the rapid developments in this community, no obvious improvement over the lowest per-class recall is witnessed in the past few years [4, 12, 22, 26, 30], as is shown in Tab. 1. The convention in long-tailed recognition research is to split the classes into three subsets based on the number of training images. The accuracy within each subset is often reported along with the overall accuracy. While this evaluation scheme seems reasonable at first glance, we argue it is potentially problematic. First of all, computing the average recall within each subset is too coarse, making it impossible to reflect whether some classes are completely sacrificed but covered up by other “easy” tail classes. What’s more, we find it is not necessarily true that classes in the “Few” category all have lower recall than classes in the other two subsets, as is shown in Fig. 1. Therefore, focusing on improving the mean accuracy alone is not enough, especially in real-world applications.

In this paper, we propose a novel method to make sure that no category is left behind. Specifically, we argue that although mean accuracy is widely used in image classification as an optimization objective, due to the fact that different classes have very different recall in long-tailed recognition, it is not the most suitable objective as it incurs little penalty even if some categories have very small per-class accuracy values (e.g., close to 0). Hence, to improve even the worst-performing categories, we believe the harmonic mean of per-class recall would be a better objective. Since harmonic mean is very sensitive to small numbers, further improving classes that already have high recall brings little benefits to the harmonic mean, which makes sure no single class will be left behind. Also, now all classes are treated equally, forcing us to improve classes that have low recall no matter which subset it belongs to.

However, it is difficult to directly minimize the harmonic mean. We therefore propose a novel loss function that maximizes the geometric mean instead, which can be viewed as a surrogate. Our method serves as a simple plug-in that can be used together with both baseline and various state-of-the-art methods. We also propose an ensemble trick that uses the pre-trained and fine-tuned models together to make predictions during inference with nearly no extra cost. We are able to yield a more uniform distribution of recall across categories (i.e., no one left behind), which achieves higher harmonic mean of the recall while the (arithmetic) mean accuracy remains high, too.

In summary, our work has the following contributions:

• We are the first to emphasize the importance of the correct recognition of all categories in long-tailed recognition.

• We propose a novel method that aims at increasing the harmonic mean of per-class recall as well as an ensemblable trick that combines two existing models together during inference with nearly no extra cost.

• We experimented on three widely used benchmark datasets, which justify the effectiveness of our method in terms of both overall and worst per-class accuracy.

2. Related Work

Long-tailed recognition is a research field that aims at training models using imbalanced datasets. Since it is widely believed that the learning procedure is dominated by head classes, most existing works focus explicitly on improving the recognition of tail classes.

2.1. Re-sampling and Re-weighting

Re-sampling and re-weighting are two classical approaches. Re-sampling methods aim at balancing the training set by either over-sampling the tail classes [3, 9, 21, 24] or under-sampling the head classes [7, 10]. Some methods also transfer statistics from the major classes to minor classes to obtain a balanced dataset [15, 19]. One disadvantage of re-sampling methods is that it may lead to either over-fitting of tail classes or under-fitting of head classes. Re-weighting methods, on the other hand, give each instance a weight based on its true label when computing the loss [2, 22, 23]. The major drawback of re-weighting is that it makes the loss function hard to optimize.

2.2. Two-Stage Decoupling

Due to the shortcomings of re-sampling and re-weighting, various other methods are proposed recently. For example, two-stage methods like [14, 18, 30] propose to decouple the learning of features and classifiers and achieve impressive results. Our method is similar to them in the sense that we also re-train a classifier given an existing model. But our motivation is to design a simple and flexible method that can be applied to a wide variety of existing models, and we propose a novel loss function, while two-stage methods like cRT [14] usually use the conventional cross entropy loss in the fine-tuning stage.

2.3. Hybrid and Multiple Heads

Hybrid methods, like [26, 31], make use of multiple heads to improve the recognition of different classes, which is similar to our proposed ensemble trick. But these methods require a joint training of multiple heads, together with a complex routing module that dynamically determines the head to use during inference, which increases the complexity of the model and makes it hard to use in practice. Our method, on the other hand, is simpler and requires no extra training nor complex modules to combine the predictions, which is different from them.
2.4. Miscellaneous

There are many approaches that use knowledge distillation [12, 18] and contrastive learning [4, 17, 25, 28, 33] and achieve descent results. There are also methods that perform logit adjustment [20, 29], which formulate long-tailed recognition as a label distribution shift problem. Recently, there is also one work that tries to solve the problem by performing some regularization on the classifier’s weight [1]. They also visualize the recall of each class in their work and find the model is biased towards common classes, which is similar to our motivation. However, they do not emphasize the importance of correctly recognizing all classes, which is different from us.

3. Method

We will present our method in this section. First, we will introduce the notations used. Then we will describe the major framework of our method, which includes our proposed loss function and a simple ensemble trick.

3.1. Notations

The neural network can be represented as a non-linear function \(\mathcal{F}\). Given the \(i\)-th training image \((x^i, y^i)\) from the imbalanced dataset that has \(N\) images, where \(x^i \in \mathbb{R}^{H \times W \times D}\), a forward propagation through the network yields logit \(o^i = \mathcal{F}(x^i)\). For a multi-class classification problem with \(C\) categories, a softmax activation function is usually applied and the result can be represented as \(\hat{p}^i = \text{softmax}(o^i)\), where \(\hat{p}^i \in \mathbb{R}^C\).

3.2. A Simple Plug-In Method

Over the past few years, various methods [4, 14, 22] have been proposed to tackle the challenges in long-tailed recognition. Although our evaluation results in Tab. 1 reveal that no obvious improvements have been made regarding the worst-performing category, many of their design choices are critical and effective in long-tailed recognition. Therefore, in order to make full use of existing advances, we do not aim at building up a whole new training framework, but rather propose a simple plug-in method that can be applied to a wide range of existing methods.

Our method is simple. Given a model trained using either one of existing methods, we re-initialize the last FC layer and re-train it using our proposed loss function while the backbone is frozen. We borrow this idea from many two-stage decoupling methods [14, 30], which is effective and flexible, making our method widely applicable. However, unlike normal decoupling methods that use the conventional cross entropy loss in the second stage, we propose a novel loss function to improve the worst-performing categories. Our proposed loss function, called GML (Geometric Mean Loss), is defined as

\[
L_{\text{GML}} = -\frac{1}{C} \sum_{c=1}^{C} \log \tilde{p}_c, \tag{1}
\]

where \(\tilde{p}_c\) is computed as

\[
\tilde{p}_c = \frac{1}{\hat{N}_c} \sum_{i=1}^{\hat{N}_c} \hat{p}^{'i}_c, \tag{2}
\]

which is the average of \(\hat{p}^{'i}_c\) across all training samples belonging to class \(c\) in this mini-batch, and \(\hat{N}_c\) is the number of examples from this category in the mini-batch. Inspired by [22], we perform re-weighting when we compute \(\hat{p}^{'i}\):

\[
\hat{p}^{'i}_c = \frac{N_j \exp(o^i_j)}{\sum_{c=1}^{C} N_c \exp(o^i_c)}. \tag{3}
\]

3.3. Why GML Works?

The definition of mean accuracy is

\[
\text{Acc} = \frac{1}{N} \sum_{i=1}^{N} \mathbb{I}(y^i = \arg \max \hat{p}^i), \tag{4}
\]

where \(\mathbb{I}(\cdot)\) is the indicator function. On a balanced test set, it is the same as the arithmetic mean of per-class recall. We argue that maximizing the mean accuracy inevitably ignores some categories because arithmetic mean incurs little punishment to categories that have very small recall values. On the other hand, harmonic mean, defined as

\[
\text{HM}(x_1, \ldots, x_n) = \frac{n}{\frac{1}{x_1} + \cdots + \frac{1}{x_n}}, \tag{5}
\]

incurs strong punishment to small values. Therefore, we believe it can be a better alternative to optimize for. However, harmonic mean is defined using reciprocal, making it hard and numeric unstable to be optimized. To this extent, we propose to maximize the geometric mean of per-class recall, defined as

\[
\text{GM}(x_1, \ldots, x_n) = \sqrt[n]{x_1 \cdots x_n}. \tag{6}
\]

As an illustration, \(\frac{0.01+0.99}{2} = 0.5\), \(\text{HM}(0.01, 0.99) = 0.02\), and \(\text{GM}(0.01, 0.99) = 0.10\). Both harmonic and geometric means are heavily affected by the small value (0.01), while the arithmetic mean is much less sensitive to it.

Specifically, given the per-class recall as \(r_1, \ldots, r_C\), we transform their geometric mean using a simple logarithm transformation:

\[
\sqrt[r_1 \cdots r_C]{e} = \exp \left( \frac{\log (r_1 \cdots r_C)}{C} \right) \tag{7}
\]

\[
= \exp \left( \frac{1}{C} \log (r_1 \cdots r_C) \right) \tag{8}
\]

\[
= \exp \left( \frac{1}{C} \sum_{i=1}^{C} \log r_i \right). \tag{9}
\]
Since recall is computed by computing the mean of a series of indicator functions and these indicator functions only take value 0 or 1 and is non-differentiable, we use \( \tilde{p}_c \) as a surrogate for \( r_c \) during training, resulting in

\[
\sqrt{r_1 \ldots r_C} \propto \exp(-L_{\text{GML}}).
\]

So, by minimizing \( L_{\text{GML}} \), we are effectively maximizing the geometric mean of per-class recall, thus being able to improve on the worst-performing categories.

### 3.4. Combining the Strength of Both Worlds

By fine-tuning the pre-trained model with our proposed loss function, indeed we are able to obtain a more uniform distribution of recall values across categories. As is shown in Fig. 2, the recall of classes that perform worse before are improved while the recall of classes that perform well before are dropped. Motivated by these dynamics, we then propose a simple ensemble trick that aims at combining the strength of both worlds.

Our idea is simple again. Since we re-initialize the classifier during fine-tuning and the backbone is kept frozen, the old classifier is still usable during inference. Let these two models be \( \mathcal{F}_{\text{old}} \) and \( \mathcal{F}_{\text{new}} \), respectively, we then make predictions by

\[
\tilde{p}_{\text{ensembled}} = \frac{\tilde{p}_{\text{new}} + \tilde{p}_{\text{old}}}{2}.
\]

In practice, since the calibration of some models can be poor [8, 30] (e.g., the baseline using cross entropy), we need to manually calibrate the prediction before combining them. For simplicity, we choose temperature scaling to calibrate the model [8] and use two temperature variables \( t_{\text{new}} \) and \( t_{\text{old}} \) when computing \( \tilde{p}_{\text{new}} \) and \( \tilde{p}_{\text{old}} \) separately:

\[
\tilde{p}_{\text{new}} = \text{softmax}\left( \frac{\tilde{p}_{\text{new}}}{t_{\text{new}}} \right),
\]

\[
\tilde{p}_{\text{old}} = \text{softmax}\left( \frac{\tilde{p}_{\text{old}}}{t_{\text{old}}} \right).
\]

One big advantage of our proposed ensemble trick is that it brings nearly no extra cost. Unlike many multi-head [31] or multi-expert [26] methods, we do not need extra training as we simply use the classifier that comes with the pre-trained model. During inference, the only extra cost is the fully connected layer to compute \( \tilde{p}_{\text{old}} \), which is negligible. Also, no complex routing rules are needed.

The two temperature variables are the only two hyper-parameters introduced by our method, and they can be easily tuned as no training is required. Plus, as we will later show in the ablation studies, most values work perfectly fine so actually no painful tuning is needed. What’s more, this ensemble trick is completely optional, our method works well enough even without it.

### 3.5. Training Pipeline

Our method is very similar to the two-stage decoupling methods [14, 30]. We design it in this way on purpose because we want it to be as flexible and simple as possible. During experiments, we found that our method is orthogonal to many design choices in state-of-the-art methods and is able to improve the worse-case performance when applied to various different pre-trained models. The overall training pipeline of our method consists of three stages:

1. **Pre-training stage**: Obtain the pre-trained model from scratch using any one of the existing methods.

2. **Fine-tuning stage**: Freeze the backbone and re-train the classifier using our proposed loss function.

3. **An optional ensemble stage**: Calibrate the prediction of two classifiers and combine them additively.

The overall training procedure is summarized in Algorithm 1.

### 4. Experiments

In order to validate the effectiveness of our method, we have conducted experiments on three widely used benchmark datasets. In this section, we will present our experimental results. First, we will introduce the datasets used. Then we will describe various implementation details and evaluation metrics used. After that, we will compare our method with various other methods. Finally, we will present the results of some ablation studies.
Algorithm 1 The overall training procedure

Input: Training images \( x \) and their labels \( y \).

1: Randomly initialize the network and train it from scratch to obtain the pre-trained model.
2: Use the pre-trained model to perform initialization.
3: Freeze the backbone and re-initialize the classifier.
4: Fine-tune the model using the loss function defined as Eq. (1) for a few epochs.
5: During inference, combine the results from both classifiers as defined in Eq. (11).

4.1. Datasets

We use three widely used long-tailed image recognition datasets: CIFAR100-LT, ImageNet-LT and Places-LT. Some statistics about these three datasets are summarized in Tab. 2. Since CIFAR100 [16], ImageNet [6] and Places [32] are all balanced datasets, we follow previous works [19, 31] to down-sample their original training set. Details about the construction process can be found in the supplementary material.

4.2. Implementation Details

Following previous works [19, 31], we use ResNet-32 [11], ResNeXt-50 [27] and ResNet-152 as the backbone network for CIFAR100-LT, ImageNet-LT and Places-LT, respectively. For the pre-training stage, if there exists released checkpoints, we use them directly. If not, we use the officially released codes and try to reproduce the results in our best effort without changing their original settings. This includes stuffs like hyper-parameters and data augmentations used. For the fine-tuning stage, detailed training settings can be found in the supplementary material.

4.3. Evaluation Metrics and Comparison Methods

The convention in long-tailed recognition research is to split the classes into three subsets based on the number of training images [14, 19]. Typically, “Head” denotes classes that have more than 100 images, “Few” denotes classes that have less than 20 images and all other classes are denoted as “Medium”. The accuracy within each subset is often reported along with the overall accuracy to justify the claim that the performance improvement mainly comes from tail classes. And according to our observation in Sec. 1, we argue that such an evaluation scheme can be problematic and we propose to first compute the recall within each category and then compute their harmonic mean. In our experiments, since our method optimizes geometric mean of per-class recall as a surrogate, we also report the geometric mean. Besides, we report the overall mean accuracy as well.

We compare our methods with both baseline methods like simple cross entropy loss and various state-of-the-arts methods [4, 12, 22, 26]. Many of these methods have very different training settings and strictly speaking, they are not directly comparable. But since our method is a simple plug-in method, the main focus is to quantify the improvements brought by our method compared to its respective baseline result.

4.4. Main Comparisons

We validate our method on three benchmark datasets and present the results on each dataset here separately.

4.4.1 CIFAR100-LT

Tab. 3 shows the experimental results on the CIFAR100-LT dataset. CIFAR100-LT has three different versions with different imbalance ratios and here we only consider the one with imbalance ratio 100. As we can see from the table, although various different methods have been proposed in recent years and there are rapid improvements on the overall accuracy, the performance of the worst-performing category is still relatively poor. The geometric and harmonic mean of per-class recall also justify our claim. We apply our method to both the baseline method CE and state-of-the-art method PaCo [4] on this dataset. When our method is applied to CE and PaCo, we are able to improve the lowest recall from 0.00 and 5.00 to 6.00 and 9.00 respectively. And if we further apply our proposed ensemble trick, we are able to improve the lowest recall to 15.00, achieving state-of-the-art performance in both geometric mean and harmonic mean while keeping the overall accuracy roughly unchanged.

It is worth noting that even the simplest CE+GML outperforms all existing methods in terms of lowest recall, that is, in terms of “no one left behind”.

4.4.2 ImageNet-LT and Places-LT

Tab. 4 shows the result on ImageNet-LT. The overall observation is similar to that on CIFAR100-LT, except that
### Table 3. Results on the CIFAR100-LT dataset with imbalance ratio 100. Numbers with * are computed by substituting zero elements with a small number ($10^{-3}$) or else the geometric and harmonic mean will all be zero.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Accuracy</th>
<th>Geometric Mean</th>
<th>Harmonic Mean</th>
<th>Lowest Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>CE</td>
<td>38.74</td>
<td>21.03*</td>
<td>2.05*</td>
<td>0.00</td>
</tr>
<tr>
<td>BSCE [22]</td>
<td>42.24</td>
<td>35.16</td>
<td>26.24</td>
<td>3.00</td>
</tr>
<tr>
<td>LDAM [2]</td>
<td>43.51</td>
<td>33.61</td>
<td>21.49</td>
<td>3.00</td>
</tr>
<tr>
<td>LADE [13]</td>
<td>44.39</td>
<td>39.05</td>
<td>32.58</td>
<td>5.00</td>
</tr>
<tr>
<td>DiVE [12]</td>
<td>45.11</td>
<td>37.08</td>
<td>25.18</td>
<td>2.00</td>
</tr>
<tr>
<td>MiSLAS [30]</td>
<td>47.05</td>
<td>40.16</td>
<td>30.93</td>
<td>5.00</td>
</tr>
<tr>
<td>RIDE [26]</td>
<td>48.64</td>
<td>38.71</td>
<td>23.86</td>
<td>2.00</td>
</tr>
<tr>
<td>PaCo [4]</td>
<td>51.24</td>
<td>45.29</td>
<td>36.42</td>
<td>5.00</td>
</tr>
<tr>
<td>CE + GML</td>
<td>41.06</td>
<td>36.59</td>
<td>31.26</td>
<td>6.00</td>
</tr>
<tr>
<td>PaCo + GML</td>
<td>50.53</td>
<td>45.47</td>
<td>39.20</td>
<td>9.00</td>
</tr>
<tr>
<td>PaCo + GML (Ensemble)</td>
<td>49.82</td>
<td>45.70</td>
<td>41.02</td>
<td>15.00</td>
</tr>
</tbody>
</table>

### Table 4. Results on the ImageNet-LT dataset. Numbers with * are computed by substituting zero elements with a small number ($10^{-3}$) or else the geometric and harmonic mean will all be zero.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Accuracy</th>
<th>Geometric Mean</th>
<th>Harmonic Mean</th>
<th>Lowest Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>CE</td>
<td>43.90</td>
<td>23.25*</td>
<td>1.25*</td>
<td>0.00</td>
</tr>
<tr>
<td>BSCE [22]</td>
<td>50.48</td>
<td>42.32*</td>
<td>13.74*</td>
<td>0.00</td>
</tr>
<tr>
<td>cRT [14]</td>
<td>49.64</td>
<td>41.35*</td>
<td>13.82*</td>
<td>0.00</td>
</tr>
<tr>
<td>DiVE [12]</td>
<td>53.63</td>
<td>45.49*</td>
<td>12.76*</td>
<td>0.00</td>
</tr>
<tr>
<td>RIDE [26]</td>
<td>55.69</td>
<td>47.56*</td>
<td>17.32*</td>
<td>0.00</td>
</tr>
<tr>
<td>PaCo [4]</td>
<td>58.53</td>
<td>51.32*</td>
<td>21.79*</td>
<td>0.00</td>
</tr>
<tr>
<td>CE + GML</td>
<td>45.61</td>
<td>39.82</td>
<td>31.67</td>
<td>2.00</td>
</tr>
<tr>
<td>PaCo + GML</td>
<td>55.57</td>
<td>50.67</td>
<td>43.71</td>
<td>2.00</td>
</tr>
<tr>
<td>PaCo + GML (Ensemble)</td>
<td>57.22</td>
<td>52.29</td>
<td>44.80</td>
<td>2.00</td>
</tr>
</tbody>
</table>

since this dataset is larger and harder, the lowest recall of all current methods are zero, making the harmonic mean of per-class recall very low, even when a small number substitutes zero per-class recalls. Our method, on the other hand, greatly improves the harmonic mean by successfully improving the lowest recall value. All categories have per-class recall higher than 0 when our method is used, even in the simplest CE+GML.

Tab. 5 shows the result on Places-LT. Current state-of-the-art on this dataset is MiSLAS [30], so we apply our method upon it and the simple baseline CE. Again, our method successfully improves the lowest recall, as well as the harmonic mean of per-class recall. And when the ensemble trick is further applied, we are able to achieve new state-of-the-art results.

### 4.4.3 Universality

Since we want our method to be a universal plug-in, in this subsection we present the results of the experiment of adding our method on top of various different methods. The experiment is conducted on CIFAR100-LT, and the result is shown in Tab. 6. Note that here we do not perform any ensemble. As we can see, our method is applicable to various different methods, and is able to achieve consistent improvements. However, we do observed that there exists some methods, like DiVE [12], where we failed to achieve obvious improvements. More details about this can be found when we discuss limitations in Sec. 5.

### 4.5. Ablation Studies

For ablation studies, if not otherwise specified, all experiments are conducted on CIFAR100-LT (with imbalance ratio 100) under the default training setting.

#### 4.5.1 Effects of Two Temperature Variables in the Ensemble Stage

When we design our method, we’d like to keep the number of new hyper-parameters as less as possible in order for it to be readily applicable in real-world applications. The only two hyper-parameters introduced by our method are in the optional ensemble stage. Here we study the effects of choosing different values of them. Specifically, we change
### Table 5. Results on the Places-LT dataset. Numbers with * are computed by substituting zero elements with a small number ($10^{-3}$) or else the geometric and harmonic mean will all be zero. Note that to plug GML into MiSLAS, since MiSLAS is also a two-stage method, we think it’s fairer to use GML together with their proposed label aware smoothing loss.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Accuracy</th>
<th>Geometric Mean</th>
<th>Harmonic Mean</th>
<th>Lowest Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>CE</td>
<td>28.71</td>
<td>12.11*</td>
<td>0.73*</td>
<td>0.00</td>
</tr>
<tr>
<td>BSCE [22]</td>
<td>37.18</td>
<td>29.30*</td>
<td>5.64*</td>
<td>0.00</td>
</tr>
<tr>
<td>PaCo [4]</td>
<td>40.45</td>
<td>27.88*</td>
<td>2.53*</td>
<td>0.00</td>
</tr>
<tr>
<td>MiSLAS [30]</td>
<td>40.48</td>
<td>35.53</td>
<td>28.97</td>
<td>3.00</td>
</tr>
<tr>
<td>CE + GML</td>
<td>36.82</td>
<td>29.30*</td>
<td>8.00*</td>
<td>0.00</td>
</tr>
<tr>
<td>MiSLAS + GML</td>
<td>39.90</td>
<td>35.41</td>
<td>29.98</td>
<td>5.00</td>
</tr>
<tr>
<td>MiSLAS + GML (Ensemble)</td>
<td>40.37</td>
<td>35.92</td>
<td>30.51</td>
<td>5.00</td>
</tr>
</tbody>
</table>

### Table 6. Results on the CIFAR100-LT dataset with imbalance ratio 100. Our proposed method is applicable to various methods. “G-Mean” is short for “Geometric Mean” and “H-Mean” is short for “Harmonic Mean”.

<table>
<thead>
<tr>
<th>Methods</th>
<th>G-Mean (told)</th>
<th>H-Mean (tnew)</th>
<th>Lowest Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>CE</td>
<td>21.03*</td>
<td>2.05*</td>
<td>0.00</td>
</tr>
<tr>
<td>CE + GML</td>
<td>36.59 (15.56*)</td>
<td>31.26 (29.21*)</td>
<td>6.00 (6.00*)</td>
</tr>
<tr>
<td>BSCE</td>
<td>35.16</td>
<td>26.24</td>
<td>3.00</td>
</tr>
<tr>
<td>BSCE + GML</td>
<td>36.52 (1.36*)</td>
<td>30.88 (4.64*)</td>
<td>7.00 (4.00*)</td>
</tr>
<tr>
<td>MiSLAS</td>
<td>40.16</td>
<td>30.93</td>
<td>5.00</td>
</tr>
<tr>
<td>MiSLAS + GML</td>
<td>40.90 (0.74*)</td>
<td>36.49 (5.56*)</td>
<td>11.00 (6.00*)</td>
</tr>
<tr>
<td>PaCo</td>
<td>45.29</td>
<td>36.42</td>
<td>5.00</td>
</tr>
<tr>
<td>PaCo + GML</td>
<td>45.47 (0.18*)</td>
<td>39.20 (2.78*)</td>
<td>9.00 (4.00*)</td>
</tr>
</tbody>
</table>

### Table 7. Ablation on the effects of temperature variables when we apply our ensemble method upon PaCo [4].

<table>
<thead>
<tr>
<th>$t_{\text{old}}$</th>
<th>$t_{\text{new}}$</th>
<th>Geometric Mean</th>
<th>Harmonic Mean</th>
<th>Lowest Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>45.70</td>
<td>41.02</td>
<td>15.00</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>45.58</td>
<td>38.86</td>
<td>8.00</td>
</tr>
<tr>
<td>1</td>
<td>3</td>
<td>44.68</td>
<td>36.09</td>
<td>5.00</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>44.39</td>
<td>40.22</td>
<td>15.00</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>45.61</td>
<td>41.01</td>
<td>15.00</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>46.06</td>
<td>40.40</td>
<td>11.00</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>43.73</td>
<td>39.63</td>
<td>15.00</td>
</tr>
</tbody>
</table>

### Table 8. Ablation on the re-weighting design in GML.

<table>
<thead>
<tr>
<th>Methods</th>
<th>G-Mean</th>
<th>H-Mean</th>
<th>Lowest Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>CE + GML (w/o re-weighting)</td>
<td>25.45</td>
<td>5.11</td>
<td>0.00</td>
</tr>
<tr>
<td>CE + GML (w/o re-weighting, re-sampling)</td>
<td>32.32</td>
<td>23.05</td>
<td>4.00</td>
</tr>
<tr>
<td>CE + GML</td>
<td>36.59</td>
<td>31.26</td>
<td>6.00</td>
</tr>
</tbody>
</table>

### Table 9. Training from scratch using GML.

<table>
<thead>
<tr>
<th>Methods</th>
<th>G-Mean</th>
<th>H-Mean</th>
<th>Lowest Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>CE + GML</td>
<td>36.59</td>
<td>31.26</td>
<td>6.00</td>
</tr>
<tr>
<td>PaCo + GML</td>
<td>45.47</td>
<td>39.20</td>
<td>9.00</td>
</tr>
<tr>
<td>GML (train from scratch)</td>
<td>36.63</td>
<td>30.86</td>
<td>9.00</td>
</tr>
</tbody>
</table>

4.5.2 Re-weighting in GML

As shown in Eq. (3), re-weighting is applied in our proposed GML, here we ablate this design. The results are shown in Tab. 8. As we can see, the performance will be relatively poor without re-weighting. And just like many two-stage decoupling methods [14], re-sampling during fine-tuning can help, but is inferior to re-weighting.

4.5.3 Training from Scratch using GML

Since our main purpose is to propose a simple plug-in method that is widely applicable to various existing methods, we use GML only to re-train the classifier of an existing model. However, GML can also be used to train a model from scratch. The results are shown in Tab. 9. As we can see, the result is comparable to the result when GML...
is attached to CE, but inferior to the result when GML is applied to SOTA methods like PaCo, just as expected.

4.5.4 Visualization of the Per-Class Recall

In Fig. 1, we visualize the per-class recall of model trained on the imbalanced dataset, and find they vary a lot from class to class. Since our major motivation is to make sure all classes are equally treated so that no category will be left behind, here we visualize the change of per-class recall after applying our method. We perform visualizing using two datasets, CIFAR10-LT and CIFAR100-LT, both have imbalance ratio 100. The visualization results on CIFAR10-LT and CIFAR100-LT are shown in Fig. 2 and Fig. 3, respectively. Note that here we do not perform the ensemble. As we can clearly see in both figures, our fine-tuned model has a more uniform distribution of per-class recall. These two figures justify the effectiveness of our proposed method.

5. Limitations and Broader Impacts

Although our method is applicable to a wide range of existing methods, we do find that when applied to some methods, the improvement is less obvious compared to others. For example, our framework does not cope well with methods like BSCE [22] and DiVE [12]. Interestingly, although DiVE is based on knowledge distillation, BSCE is used in DiVE as well to train both the teacher and student model so we attribute the failure to the fact that these method all re-weight the loss function. Two-stage decoupling methods like cRT [14] are also known to not perform well when the first stage training involves re-weighing or re-sampling. The author argues it is because re-sampling and re-weighting have negative effects on feature learning and we believe that argument applies to our method as well.

Another thing worth noting here is that we do not report the experimental results on iNaturalist2018 [5] because we find it generally not suitable in our settings. iNaturalist2018 is another widely used benchmark dataset in long-tailed recognition. It is large-scale, consisting of 437.5K training images from 8142 classes. But for the test split, it only has 24K images, so each class only has 3 images. Since our major motivation is to make sure no category is left behind, it is generally not meaningful to look at the per-class recall in iNaturalist2018 because the variance of the result can be very large due to the very small number of test images. However, in real-world applications, it is generally rare to have such small number of test images.

For broader impacts, we believe our research have positive impacts on reducing the bias of model training on an imbalanced dataset. Machine learning models are known to be biased if there is lack of training images from some categories. We believe our work will be helpful to achieve better fairness by making sure all categories are equally treated.

6. Conclusions

In this paper, we focused on improving some of the worst-performing classes in long-tailed recognition. We found that when trained with an imbalanced dataset, the per-class recall of the model varies a lot from class to class. Previous convention reports the arithmetic mean of per-class recall, but we argued such an evaluation scheme can be problematic. First, arithmetic mean only incurs little penalty to small numbers, making it too coarse to reflect whether there are categories that are left behind (i.e., with close to zero per-class accuracy). Second, it is not necessarily true that classes in the “Few” category perform worse than those in “Many” or “Medium”, so focusing on improving “Few” accuracy alone is not enough. For these reasons, we argued that we should pay more attention to the harmonic mean of per-class recall and we therefore proposed a novel method that aims at improving the lowest recall and the harmonic mean of recalls. Our method is a simple plug-in that is applicable to a wide range of existing methods. Specifically, our method consists of three stages, in the first stage, we use any existing method to train a model from scratch. Then we re-train the classifier using our proposed novel GML loss function. Finally, we propose a simple ensemble trick that can be used to combine the predictions from the two classifiers with nearly no extra cost. We validated the effectiveness of our method on three widely used benchmark datasets, and witnessed consistent improvements on the harmonic mean of recalls and lowest recall value, while the overall accuracy still remains high. By visualizing the distribution of per-class recall values of the fine-tuned model, we found our model indeed achieved a more balanced distribution.
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