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Abstract

Instructional videos are an important resource to learn procedural tasks from human demonstrations. However, the instruction steps in such videos are typically short and sparse, with most of the video being irrelevant to the procedure. This motivates the need to temporally localize the instruction steps in such videos, i.e. the task called key-step localization. Traditional methods for key-step localization require video-level human annotations and thus do not scale to large datasets. In this work, we tackle the problem with no human supervision and introduce StepFormer, a self-supervised model that discovers and localizes instruction steps in a video. StepFormer is a transformer decoder that attends to the video with learnable queries, and produces a sequence of slots capturing the key-steps in the video. We train our system on a large dataset of instructional videos, using their automatically-generated subtitles as the only source of supervision. In particular, we supervise our system with a sequence of text narrations using an order-aware loss function that filters out irrelevant phrases. We show that our model outperforms all previous unsupervised and weakly-supervised approaches on step detection and localization by a large margin on three challenging benchmarks. Moreover, our model demonstrates an emergent property to solve zero-shot multi-step localization and outperforms all relevant baselines at this task.

1. Introduction

Observing someone perform a task (e.g. cooking, assembling furniture or changing a tire) is a common approach for humans to acquire new skills. Instructional videos provide an excellent large-scale resource to learn such procedural activities for both humans and AI agents. Consequently, instructional video datasets [24, 34, 41] have recently received significant attention and been used for various video understanding tasks, e.g. [1, 5, 13, 23, 28, 38, 39]. A potential impediment with using instructional videos from the web is that they tend to be long and noisy, i.e. a limited number of frames in the video correspond to the instruction steps, while the remaining video segments are unrelated to the task (e.g. title frames, close-ups of people talking and product advertisements). Thus, a major challenge with instructional videos is filtering out the uninformative frames and focusing only on the task-relevant segments, i.e. the key-steps. For instance, in a procedure of making a cake the key-steps could be “crack eggs”, “add sugar”, “add flour”, then “mix”, etc. As a result, many recent efforts tackle the problem of instruction key-step localization, e.g. [9, 10, 23, 24, 34, 41].

Most previous work aiming at temporally localizing key-steps from instructional videos rely on some form of supervision. Fully supervised approaches require start and end times of each step [34, 40]. Weakly supervised ap-
proaches either rely on knowledge of steps present in the video in the form of a set [20], ordered steps transcript [2, 9] or partially ordered steps captured with a flow graph [10]. Unsupervised approaches aim at directly detecting and localizing key-steps without a priori knowledge of instruction steps comprising videos [11, 15, 18, 30]. Conceptually, these approaches are appealing for applications with large datasets, as they eschew the need for expensive and ambiguous labeling efforts. In practice, previous unsupervised approaches rely on knowing the video-level task label at training time [11, 18, 30], and thus are not fully unsupervised. Moreover, so far they have been only applied to small instructional video datasets (up to 3K videos), as their task-specific models are not designed to handle large databases. As a result, state-of-the-art procedure learning methods are not deployable at scale and without human supervision.

To address these challenges, we present StepFormer, a novel self-supervised approach that simultaneously discovers and temporally localizes procedure key-steps in long untrimmed videos, as illustrated in Figure 1. StepFormer takes a video as input and outputs an ordered sequence of step slots, capturing instruction key-steps as they happen in the video. Notably, it does not rely on any human annotations at training or inference time. Instead, we train our model on a large instructional video dataset and use the accompanying narrations obtained from automated speech recognition (ASR) [29, 30] as the only source of supervision. StepFormer is implemented as a transformer decoder with learnable input queries. Similar to the learnable object queries in DETR [3], StepFormer’s queries learn to attend to informative video segments and thus can be viewed as step proposals. To enforce the output step slots to follow the temporal order, we use an order-aware loss based on temporal alignment of the learned steps and video narrations. Since video narrations tend to be noisy and do not always describe visually groundable steps, we use a flexible sequence-to-sequence alignment algorithm, Drop-DTW [9], which allows for non-alignable narrations to be dropped. To localize the predicted step slots in the video, we explicitly use their learned temporal order. Precisely, Drop-DTW aligns informative step slots with the video, and outputs start and end times for every detected step.

We train our system on HowTo100M [24], a large instructional video dataset with no human annotations. For evaluation, we use three standard instructional videos benchmarks, i.e. CrossTask [41], ProceL [11] and COIN [34]. Empirically, for unsupervised step localization, our self-supervised method outperforms all weakly- and unsupervised baselines on all three downstream datasets, without any dataset-specific adaption. Additionally, we demonstrate an emergent property of our model to perform zero-shot key-step localization from a text prompt (i.e. without finetuning on the target dataset), where it also outperforms all relevant baselines.

Contributions. The contributions of our paper are threefold. (i) We present StepFormer, a novel self-supervised approach to key-step discovery and localization in instructional videos. (ii) We model the temporal order of steps explicitly, and use it to design effective training and inference methods. (iii) We supervise StepFormer only with video subtitles on a large instructional video dataset, and successfully transfer the model to three downstream datasets without any finetuning. On all three datasets, StepFormer establishes a new state of the art on unsupervised step localization, outperforming unsupervised and weakly-supervised baselines. We are committed to releasing our code.

2. Related work

Step localization in instructional videos. Instruction step localization entails detecting and temporally localizing task-relevant video segments [4, 8–10, 16, 21, 23, 27, 41]. Work tackling this task can be largely split into three classes based on the type of supervision. Fully supervised approaches [12, 22, 34, 40] are not ideal as they require expensive labelling efforts of key-step temporal endpoints in each video. Alternatively, weakly supervised approaches relax training efforts by either relying on unordered [20] or ordered step sequences [4, 8, 9, 16, 27, 41]. Nevertheless, relying on knowledge of steps still entails the labour intensive process of watching all videos to determine the steps present. More recent work goes a step further to reduce labelling efforts by relying on task-level recipes [10]. Here, a general purpose recipe describing a given task is converted into a graph that captures the partial order of steps and is used to temporally localize the steps in videos. However, this approach still requires human annotation for video task labels and creating the flow graphs.

More closely related to our work are unsupervised approaches that aim at discovering procedure step prototypes at training [11, 18]. A common drawback of such methods is that they rely solely on the video signal to discover the step prototypes, completely ignoring the readily available complementary information present in the subtitles, which leads to subpar results. More recent work trains for step localization by aligning video and narrations [30]. The important distinction from our work is that it does not explicitly tackle the target task of step detection and localization. Instead, their model only finetunes the video features via video to text alignment. To discover and localize the steps, they perform ad-hoc K-means clustering of the video features at test time. In contrast, StepFormer is designed to discover individual instruction steps present in the video and localize them with an alignment procedure, which leverages the temporal structure of the process. Crucially, all the above “unsupervised” methods actually rely on video-level task
labels for guidance during training [11, 18, 30]; therefore, we refer to them as weakly-supervised in this paper. Finally, the above methods can only be trained and evaluated on the same dataset, as the models they learn are task-specific. In contrast, our StepFormer is a task-agnostic solution for step detection that can generalize across datasets; it only relies on videos and their accompanying narrations for training.

Learning from visual-textual information. In the era of open world learning [17] and large scale datasets (e.g. [24, 26]), the ability to learn with minimal supervision is becoming vital. For this reason, recent work strongly relies on the complementarity between visual and textual information as a natural source of supervision [21, 23, 26]. This complementarity is especially appealing when dealing with narrated videos, such as instructional videos [34, 40, 41]. A large body of work uses this multimodal data for representation learning, thereby yielding strong representations enabling various downstream tasks [15, 21, 23]. In this work, we build on these strong representations and further rely on weak temporal alignment between modalities to directly tackle the problem of automatic key-step discovery and temporal localization.

Sequence-to-sequence alignment. Alignment between sequences has seen a recent surge of interest with many approaches relying on it either as a proxy task for representation learning [2, 7, 14, 15, 23], or more closely related to our work, for learning to localize steps [4, 9, 10, 30]. Most previous work uses alignment in a weakly supervised setting, where knowledge of the sequence of steps is assumed [2, 4, 6, 9] or the video-level task label is used for clustering [30] or to build a task-level flow graph [10]. In contrast, we do not make use of step order or video-label information. Instead, we train a model to discover steps conditioned on video content and align those discovered steps to narrations that accompany the video. Our full training pipeline is presented in Figure 2.

Data. To train StepFormer, we assume access to a large dataset of instructional videos, with no annotations. Our method is self-supervised; it relies on videos and their accompanying narrations. To use the narration for learning, we transform the speech into text using YouTube’s ASR, and then follow the text processing pipeline proposed in previous work [30]. More precisely, we run the subtitles through punctuation [35] and co-reference resolution [32] modules, followed by a dependency parser to discover verb-phrases of the form \( \text{verb+(prt)+dobj+(prep+pobj)} \). As a result, we transform long subtitle text into an ordered sequence of \( L \) verb phrases, some of which describe groundable actions and procedure steps occurring in the video. Examples of extracted verb phrases are given in supplement.

We extract features from video and phrases using UniVL, a self-supervised pre-trained video-language model [21], such that verb phrases are mapped to a sequence of \( L \) feature vectors, \( p \in \mathbb{R}^{L \times d} \), and an \( N \) second video is mapped to a sequence of \( N \) vectors, \( v \in \mathbb{R}^{N \times d} \). Importantly, our approach relies on the fact that UniVL maps video clips and language into a shared embedding space, e.g. a video of cutting a tomato and the phrase “cutting a tomato” map to similar vectors. Starting with video and text features sharing a common embedding space makes training StepFormer feasible, despite the noise in the narrations.

While we derive supervision from the verb phrases, it is important to stress that in instructional videos, much of the audio narration contains irrelevant content, and only a small portion of the verb phrases are relevant to the instruction steps. Thus, one of the challenges that we address in this work is identifying the relevant phrases for training. We describe how we leverage such noisy sequential targets to supervise our step slots in Section 3.2.

3. Technical approach

In this section, we present our approach to self-supervised procedure step detection and localization in video. We first introduce StepFormer’s architecture and our data preparation pipeline (Section 3.1). Next, we describe the adopted sequence-to-sequence alignment method (Section 3.2), which we use for both training and inference. We then describe our training (Section 3.3) and inference (Section 3.4) procedures. Finally, we describe the implementation details in Section 3.5.

3.1. StepFormer

StepFormer is our model for procedure step discovery in instructional videos. Given an \( N \) second long video as input, StepFormer returns \( K \) step slots, \( s \) - a sequence of vectors capturing ordered instruction steps in the video. We train StepFormer on a large dataset of instructional videos without any supervision by temporally aligning step slots with the narrations that accompany the video. Our full training pipeline is presented in Figure 2.

Architecture. We implement StepFormer as a multi-layer transformer decoder [36], \( T \), that receives \( K \) learnable queries, \( q \in \mathbb{R}^{K \times d} \), as input, and attends to the video features (with added sinusoidal positional embeddings [36]), \( v \in \mathbb{R}^{N \times d} \), at every decoder layer. Notably, while the length of the videos, \( N \), can vary, the number of learned queries and corresponding step slots, \( K \), is fixed. The output of StepFormer is a sequence of \( K \) contextualized vectors, \( s \in \mathbb{R}^{K \times d} \), that we term step slots, i.e. \( s = T(v, q) \). Intuitively, different step slots bind to different segments of
the video; so, each step slot potentially represents a different instruction step. We enforce step slots to be temporally ordered, i.e., a video segment captured by $s_i$ would happen before the segment captured by $s_j$, if $i < j$. To achieve the temporal ordering of step slots, we employ an order-aware sequence-to-sequence loss, described in Section 3.3.

3.2. Sequence-to-sequence alignment

A key feature of our StepFormer model is the temporal order among the predicted step slots. We take full advantage of the temporal order in subtitles to supervise our system. Also, it enables us to localize the step slots in the video and respect their temporal order. To infer the relationship between the elements of two sequences, we extensively use sequence-to-sequence alignment, which forms the basis of our method.

Aligning two sequences entails computing the optimal pairwise correspondence between the sequence elements, while preserving their match orderings. Thus, given an ordered sequence of narrations for training, sequence-to-sequence alignment is a natural choice to supervise the corresponding step slots and enforce their temporal order. Similarly, at inference, given a sequence of step slots and video frames that both follow the temporal order, it is natural to tackle step localization by aligning those sequences and finding correspondence between video frames and predicted step slots. For sequence alignment, we choose the recent Drop-DTW [9] algorithm for its following properties. (i) It operates on sequences of continuous vectors, such as video and text embeddings. (ii) It automatically detects outliers and allows to drop them from one or both sequences, essentially aligning only relevant sequence elements. (iii) It supports both one-to-one (needed for training) and many-to-one (needed for inference) matching.

In Drop-DTW’s formulation, matching or dropping elements incurs some cost. The cost of matching two elements typically is defined as their negative cosine similarity, while a drop cost is often defined as some percentile of the match cost distribution. The alignment is then computed such that the total cost is minimized. In this work, we are interested in the correspondence between elements, established by Drop-DTW through sequence alignment. That is, given two vector sequences, $x \in \mathbb{R}^{N \times d}$ and $z \in \mathbb{R}^{K \times d}$. Drop-DTW returns a binary alignment matrix, $M$ of size $K \times N$, indicating that elements $z_i$ and $x_j$ are matched if $M_{ij} = 1$. As described next, given the correspondence matrix, we can both formulate a self-supervised training objective and segment a video into steps at inference time.

3.3. Training

To train our system, we rely on a combination of losses, enforcing temporal alignment of step slots with narrations, and learning discriminative step slots, as well as additional training regularizers. Below, we elaborate on each component of our training objective.

Local step contrastive loss. We supervise the output of StepFormer, i.e., the sequence of step slots, $s \in \mathbb{R}^{K \times d}$, with the sequence of verb phrase embeddings, $p \in \mathbb{R}^{L \times d}$. We first align the step slots, $s$, with phrase embeddings, $p$, using Drop-DTW. This process allows verb phrases and step slots that do not have a strong match to be dropped from further consideration, and enforces only one-to-one correspondences between the elements that are a good match, i.e., a single step slot can match with a maximum of one phrase, and vice versa. The resulting correspondence matrix, $M$, is given in Figure 2 (middle), with correspondences highlighted in green. Specifically, every step slot, $s_i$, and phrase embedding, $p_j$, matched by Drop-DTW (i.e. $M_{ij} = 1$) forms a positive training pair, and all other non-matching pairs (i.e. $M_{ij} = 0$), are used as negative examples. To learn from such correspondences we use the Info-NCE [25] loss, a contrastive objective that promotes the similarity between positive pairs, and pushes...
the negatives away from each other:

\[ \ell_{\text{NCE}}(s_i, p) = -\log \frac{f(s_i, p)}{f(s_i, p_j) + \sum_{j \neq j} f(s_i, p_j)}, \quad (1) \]

where \( f(x, z) = \exp(\cos(x, z)/\gamma) \), \( \gamma \) is a scaling temperature and \( j^* \) is the index of \( s_i \)'s positive pair. The full sequence-to-sequence alignment loss, \( L_{\text{seq}} \), is defined as a combination of two Info-NCE losses, one contrasting the step slots and the other contrasting the phrases:

\[ L_{\text{seq}} = \frac{1}{K} \sum_{i=1}^{K} \ell_{\text{NCE}}(s_i, p) + \frac{1}{N} \sum_{j=1}^{L} \ell_{\text{NCE}}(p_j, s). \quad (2) \]

**Global video-step contrastive loss.** The local step contrastive loss, (2), learns from positive and negative examples that all come from the same video; however, it is known that contrastive learning can greatly benefit from a large and diverse set of negative examples [25, 31]. Thus, we introduce an additional contrastive loss that forms negative pairs from phrases and step slots that come from different videos. The intuition behind this loss is that, given a video, some of the extracted step slots must match with some phrases, regardless of the order, while at the same time, the slots and phrases coming from different videos should be different.

To realize the global contrastive loss, we use a contrastive multiple-instance-learning objective, MIL-NCE [23], that promotes the similarity between sets of step slots and phrases coming from the same video, and contrasts them with the signal coming from different videos. Formally, the global contrastive loss is defined as

\[ L_{\text{glob}} = -\log \frac{1}{M} \sum_{i=1}^{M} \sum_{j \in \mathcal{P}_i} f(s_i, p_j) + \sum_{j \in \mathcal{N}_j} f(s_i, p_j), \quad (3) \]

where \( f(x, z) = \exp(\cos(x, z)/\gamma) \), \( \gamma \) is a scaling temperature, \( M = K \cdot B \) is the total number of step slots across the batch of size \( B \), \( \mathcal{P}_i \) is the set of indexes \( j \) that form a positive pair with \( s_i \), i.e. the \( p_j \) coming from the same video, and \( \mathcal{N}_j \) indexes the negative pairs, coming from different videos. An additional benefit of this global loss is that step slots representing non-procedural steps, commonly appearing across different videos, will be discouraged. As we show in the experiments, this loss greatly improves the learned step slots.

**Regularization.** To improve the training and introduce prior knowledge in the system, we use two additional regularizers acting on the step slots.

The first regularizer enforces diversity among step slots. Indeed, the main objective functions described so far do not encourage the step slots predicted from one video to be significantly different, which results in numerous duplicate steps capturing the same part of the video. To counter this limitation, we introduce a regularization term, \( L_{\text{div}} \), that encourages low cosine similarity among step slots of the same video and thereby makes predicted step slots more diverse.

The second regularizer enforces attention smoothness. Due to natural video continuity, we expect the attention of step slots in the video to change smoothly, and be similar for close frames. Thus, we add a regularization term, \( L_{\text{smooth}} \), that, for all step slots, enforces their attention in the video to be similar for neighboring frames and different for distant frames. Both regularizers improve discovered step and segmentation quality, as we show in the experiments. Please see supplement for the exact loss definitions.

Finally, to train our system we optimize the weighted sum of four losses,

\[ L_{\text{total}} = L_{\text{seq}} + L_{\text{glob}} + \alpha L_{\text{div}} + \beta L_{\text{smooth}}, \quad (4) \]

where the \( \alpha \) and \( \beta \) scalars are chosen using cross validation.

### 3.4. Step localization inference

At inference time, StepFormer detects and localizes key-steps without requiring narrations. StepFormer’s inference procedure is illustrated in Figure 3. It takes an instructional video as input and returns an ordered sequence of \( K \) step slots conditioned on this video. Each step slot corresponds to a procedural key-segment in the video and carries its semantics. However, given that we use a large fixed number of \( K \) step slots for all videos, some step slots may be duplicates or have weak binding with the video segment. For this reason, we need select a subset of the step slots.
that concisely describe the given video. A simple approach would be to use hard attention of step slots in the video directly [19, 30] and get some meaningful step segments. While viable, this solution can not properly handle the duplicates, and more importantly, it completely ignores the order present in step slots, which is a useful source of information for step localization [4, 9].

Instead, we rely on sequence-to-sequence alignment as our inference procedure for step localization. Specifically, for each input video, we first extract the corresponding \( K \) step slots using StepFormer. We then use Drop-DTW [9] to align the step slot embeddings, \( s \), to the video embeddings, \( v \), allowing outliers to be dropped from both sequences. Notably, here, we use the formulation of Drop-DTW that allows many-to-one correspondences, so it can assign multiple video frames to a single step slot, which effectively segments the video into steps.

The ability to drop irrelevant step slots for individual videos, and the ability to take the order of steps into account explicitly leads to improved segmentation quality, as we later validate empirically. Notably, alignment of step slots and video is possible in the first place, because the video and text features used for training share a common embedding space. Thus, step slots, which were trained using procedure text should align with video too.

3.5. Implementation details

We implement StepFormer using a Pre-LN Transformer decoder [37] with six layers, and fix the number of step slots to be \( K = 32 \). We train the model for a total of 60 epochs, starting with three epochs of warm-up from 0 to 3e-4, followed by cosine decay to 1e-6. We use weight decay of 1e-4 and 0.1 dropout [33] in the intermediate layers. In our sequence-to-sequence alignment loss, we use Drop-DTW with 0.8 percentile drop cost [9]. We set the regularizer weights to \( \alpha = 0.3 \) and \( \beta = 0.02 \). All the hyper-parameters are set using cross-validation. It takes about two days to train one model using eight Tesla T4 GPUs.

4. Experiments

In this section, we evaluate StepFormer on unsupervised step detection and localization (Section 4.2), and its emergent property to address zero-shot step localization (Section 4.3). Finally, we perform an ablation study of our approach (Section 4.4).

4.1. Evaluation protocol

Datasets. Given that our approach is trained entirely in a self-supervised manner, we train our model on the largest instructional video dataset, HowTo100M [24], that comes with no annotations. Following previous work [30], we evaluate our proposed method on the CrossTask [41] and ProceL [11] datasets. CrossTask contains 2750 videos, depicting 18 different tasks, while ProceL covers 12 different tasks with 60 videos for each task. In addition, given that our approach does not require any finetuning, we also report results on the largest annotated instructional video dataset, i.e. COIN [34], which includes 11827 videos, covering 778 procedures. For all evaluations, the same model pre-trained on HowTo100M is used directly, without finetuning or adaptation to the downstream task.

Evaluation metrics. Following previous work [30], we use precision, recall, F1 score and Mean over Frames (MoF) for evaluation. Precision highlights the percentage of frames correctly predicted as belonging to key-steps, while recall emphasizes the model’s ability to detect frames belonging to key-steps. F1 score balances the two previous metrics by calculating their harmonic mean and is therefore the most informative metric. MoF is a less strict metric calculating the percentage of correctly predicted frames, including the background ones (i.e. non key-steps).

Baselines. We compare our method to previous weakly-supervised baselines [11, 18, 30], which only use the video task label as supervision. Precisely, Kukleva et al. [18] and Elhamifar et al. [11] train a model purely from video, to discover global step prototypes in the training set, while Shen et al. [30] extract prototypes from a video on the fly and supervises them with text subtitles. In this work, we adapt the methods of Kukleva et al. and Shen et al. to completely unsupervised training (i.e. without video labels), and perform a more direct comparison to our unsupervised StepFormer. All the baseline methods must be trained and tested on the same dataset, and cannot generalize to new data, unlike StepFormer. The supplement provides additional details about our baselines.

4.2. Unsupervised step discovery and localization

The goal of this experiment is to evaluate our model’s ability to automatically discover task-relevant steps and localize them. Thus, the model does not have access to ground-truth key-steps in this experiment. Instead, for each video, we predict \( K \) step slots with our StepFormer, and let our inference procedure select only the task-relevant steps among them (see Section 3.4). To do so, we temporally align a video with its corresponding step slots while allowing both “outlier” step slots and frames to be dropped. To achieve this end, we use Drop-DTW [9], which performs temporal sequence alignment while dropping interspersed outliers in both sequences. The output of this alignment is a sequence of \( K' \) step slots (\( K' \leq K \)) and corresponding video segments, which our model highlights as corresponding to key, task-relevant, steps.

To evaluate the quality of the extracted key-steps, we follow previous work [11, 18, 30] to associate predicted steps
to ground-truth segments using clustering and Hungarian matching. Specifically, we start by accumulating the extracted key-steps of all videos corresponding to a given task (e.g., making pancake, changing a car tire, etc.). Next, we cluster all extracted steps using K-means, setting the number of clusters, $K_c$, to be the ground-truth number of key-steps in the task according to the dataset. In each cluster, we only keep 60% of the step slots that are the closest to the cluster center and label the rest of the steps as background, as done in previous work [30]. Finally, we use Hungarian matching to find a global one-to-one matching between the video segment associated with each cluster and the ground-truth segments. We evaluate the resulting corresponding segments using the metrics defined in Section 4.1.

Table 1 compares our performance to the baselines [11, 18, 30], which all use a video task label for training. We report baseline results under their original settings, where they use video task label for training, which we refer to as weak supervision. Additionally, we compare to [18, 30] adapted to the fully unsupervised setting (i.e., we train a single model for all tasks). The results summarized in Table 1 speak decisively in favor of our approach, which outperforms all baselines in both the weak and unsupervised settings with sizeable margins. This pattern is despite the fact that the baselines are trained and tested on the same data distribution, whereas our model generalizes to the target dataset without any finetuning. The results (i) highlight StepFormer’s capability to automatically discover key-steps even while being completely unsupervised and having no access to the datasets used for evaluation during training and (ii) also show that our method yields better localization, as highlighted in the qualitative results in Figure 4.

### 4.3. Zero-shot key-step localization

In this experiment, the goal is to show that the step slots learned by our StepFormer can be used directly for key-step localization in a zero-shot setting. The task of zero-shot step localization is defined as temporally localizing a sequence of procedure steps in the video, given their natural text description (e.g., “break egg”, “add sugar”, “add flour”, etc.) without any training or finetuning on the target data. To tackle this task, we use each video in the target dataset as input to our StepFormer and extract the corresponding $K$ step slots. These slots are then aligned to the embeddings of the ground-truth steps. We use Drop-DTW [9] to compute an alignment between the $K$ step slots and ground-truth steps while allowing unmatched slots to be dropped. Next, we align the remaining step slots, corresponding to ground-truth steps, with the video (again using Drop-DTW) to automatically identify the start and end times of each ground-truth step. Notably, to address this task successfully, the step slots must align well with both text and video features simultaneously. Thus, we use this evaluation as an opportunity for a deeper investigation on our model’s capability.

Table 2 summarizes our results under these settings, while comparing to a state-of-the-art method for step detection and localization [30] in both weakly supervised (i.e., separate model for each task) and unsupervised (a single model for all tasks) settings. Note that out of all available baselines, we compare only to Shen et al. [30], as it is the only method extracting video clusters alignable with text using subtitle text supervision. The results show the superiority of our method and highlight the quality of the learned step slots, which are better able to capture procedure steps given the sequence of ground-truth text descriptions.

We include an additional baseline, dubbed “GT text features”, where we directly use embedded ground-truth step text to localize the key-steps in the video, using Drop-DTW to align the text and video features. This is a strong baseline as it relies on aligning UniVL video and text features, that were trained to be alignable in the first place. Interestingly, StepFormer outperforms this baseline as well. We attribute this performance improvement to two key aspects of our model. First, StepFormer is trained to align entire videos with their subtitles, which allows StepFormer to globally reason about the step order, giving it an advantage over the

---

**Table 1. Dataset-level unsupervised step detection and localization results on the CrossTask, ProceL, and COIN datasets.**

<table>
<thead>
<tr>
<th>Supervision</th>
<th>Method</th>
<th>CrossTask</th>
<th>ProceL</th>
<th>COIN</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weak</td>
<td>Kukleva et al. [18]</td>
<td>15.9</td>
<td>10.3</td>
<td>37.2</td>
</tr>
<tr>
<td></td>
<td>Elhamifar et al. [11]</td>
<td>17.2</td>
<td>10.9</td>
<td>41.7</td>
</tr>
<tr>
<td></td>
<td>Shen et al. [30]</td>
<td>22.3</td>
<td>16.2</td>
<td>37.5</td>
</tr>
<tr>
<td>Unsupervised</td>
<td>Kukleva et al. [18]</td>
<td>18.1</td>
<td>12.0</td>
<td>39.8</td>
</tr>
<tr>
<td></td>
<td>Shen et al. [30]</td>
<td>16.0</td>
<td>11.7</td>
<td>23.1</td>
</tr>
<tr>
<td></td>
<td>StepFormer (ours)</td>
<td>28.3</td>
<td>22.1</td>
<td>42.0</td>
</tr>
</tbody>
</table>

**Figure 4. Qualitative comparison of temporal localization.** Comparison of our self-supervised StepFormer with the weakly-supervised baselines [11, 18, 30] on CrossTask.
Table 2. Zero-shot key-step localization on the CrossTask, ProceL, and COIN dataset. GT denotes ground-truth.

Table 3. Ablation study of StepFormer’s training and inference components on CrossTask.

Figure 5. Visualization of step attention in the video for zero-shot multi-step localization. (top row) The attention of the step slots in the video, with different colors capturing different steps. (middle row) Multi-step localization results obtained from the above attention. (bottom row) The corresponding ground-truth step localization. Notably, the step slot attention (column 3) even outperforms the attention of GT text descriptions (column 4) at step localisation, without ever being trained to do so.

4.4. Ablation Study

In this section, we perform an ablation study of our approach by systematically removing StepFormer’s components and measuring the performance on unsupervised step segmentation and zero-shot key-step localization on CrossTask. An additional study on the hyper-parameters can be found in the supplement. The ablation results are summarized in Table 3.

5. Conclusion

We introduced StepFormer, a self-supervised, task-agnostic model that discovers and localizes key-steps in instructional videos. We train it on a large dataset of instructional videos using automatically generated subtitles as the only source of supervision. Our model yields state-of-the-art results on step localization across multiple datasets, even outperforming weakly-supervised models. StepFormer not only provides good step localization, it defines a new type of model for procedure understanding, that is simple, effective, scalable and requires no supervision. Therefore, it has potential to advance research in procedure understanding.
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