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Abstract

Given an untrimmed video, temporal sentence ground-
ing (TSG) aims to locate a target moment semantically ac-
cording to a sentence query. Although previous respectable
works have made decent success, they only focus on high-
level visual features extracted from the consecutive de-
coded frames and fail to handle the compressed videos for
query modelling, suffering from insufficient representation
capability and significant computational complexity during
training and testing. In this paper, we pose a new set-
ting, compressed-domain TSG, which directly utilizes com-
pressed videos rather than fully-decompressed frames as
the visual input. To handle the raw video bit-stream in-
put, we propose a novel Three-branch Compressed-domain
Spatial-temporal Fusion (TCSF) framework, which extracts
and aggregates three kinds of low-level visual features (I-
frame, motion vector and residual features) for effective
and efficient grounding. Particularly, instead of encoding
the whole decoded frames like previous works, we capture
the appearance representation by only learning the I-frame
feature to reduce delay or latency. Besides, we explore the
motion information not only by learning the motion vector
feature, but also by exploring the relations of neighboring
[frames via the residual feature. In this way, a three-branch
spatial-temporal attention layer with an adaptive motion-
appearance fusion module is further designed to extract
and aggregate both appearance and motion information
for the final grounding. Experiments on three challenging
datasets shows that our TCSF achieves better performance
than other state-of-the-art methods with lower complexity.

1. Introduction

As a significant yet challenging computer vision task,
temporal sentence grounding (TSG) has drawn increasing
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Figure 1. (a) Example of the temporal sentence grounding (TSG).
(b) Comparison between previous supervised TSG models and our
compressed-domain TSG model. Previous models first decode the
video into consecutive frames and then feed them into their net-
works, while our compressed-domain model directly leverages the
compressed video as the visual input.

attention due to its various applications, such as video un-
derstanding [12-17,25,44,76,77,79-81, 84] and temporal
action localization [63,71]. Given a long untrimmed video,
the TSG task aims to locate the specific start and end times-
tamps of a video segment with an activity that semantically
corresponds to a given sentence query. As shown in Fig-
ure 1(a), most of video contents are query-irrelevant, where
only a short video segment matches the query. It is sub-
stantially more challenging since a well-designed method
needs to not only model the complex multi-modal interac-
tion among video and query, but also capture complicated
context information for cross-modal semantics alignment.
By treating a video as a sequence of independent frames,
most TSG methods [3,17,29,34,36-41,43,46,65,90,93,98]
refer to the fully-supervised setting, where each frame is
firstly fully decompressed from a video bit-stream and then
manually annotated as query-relevant or query-irrelevant.



Despite the decent progress on the grounding performance,
these data-hungry methods severely rely on the fully de-
compression and numerous annotations, which are signif-
icantly labor-intensive and time-consuming to obtain from
real-word applications. To alleviate this dense reliance to a
certain extent, some weakly-supervised works [8, 11,16,33,

,49,51,62,64,96,97] are proposed to only leverage the
coarse-grained video-query annotations instead of the fine-
grained frame-query annotations. Unfortunately, this weak
supervision still requires the fully-decompressed video for
visual feature extraction.

Based on the above observation, in this paper, we make
the first attempt to explore if an effective and efficient
TSG model can be learned without the limitation of the
fully decompressed video input. Considering that the real-
world video always stored and transmitted in a compressed
data format, we explore a more practical but challenging
task: compressed-domain TSG, which directly leverages
the compressed video instead of obtaining consecutive de-
coded frames as visual input for grounding. As shown in
the Figure 1(b), a compressed video is generally parsed by
a stream of Group of successive Pictures (GOPs) and each
GOP starts with one intra-frame (I-frame) followed by a
variable number of predictive frames (P-frames) [30, 74].
Specifically, the I-frame contains complete RGB informa-
tion of a video frame, while each P-frame contains a mo-
tion vector and a residual. The motion vectors store 2D dis-
placements between I-frame and its neighbor frames, and
the residuals store the RGB differences between I-frame and
its reconstructed frame calculated by Motion Vectors in the
P-frames after motion compensation. The I-frame can be
decoded itself, while these P-frames only store the changes
from the previous I-frame by motion vectors and residuals.

Given the compressed video, our main challenge is how
to effectively and efficiently extract contextual visual fea-
tures from the above three low-level visual information for
query alignment. Existing TSG works [3,29, 34, 39,65, 90,

, 98] cannot be applied directly to the compressed video
because their video features (e.g., C3D and I3D) can only be
extracted if all complete video frames are available after de-
compression. Moreover, decompressing all the frames will
significantly increase computational complexity for feature
extraction, leading to extra latency and extensive storage.

To address this challenging task, we propose the first
and novel approach for compressed-domain TSG, called
Three-branch Compressed-domain Spatial-temporal Fusion
(TCSF). Given a group of successive picture (GOP) in a
compressed video, we first extract the visual features from
each I-frame to represent the appearance at its timestamp,
and then extract the features of its P-frames to capture the
motion information near the I-frame. In this way, we can
model the activity content with above simple I-frame and P-
frames instead of using their corresponding consecutive de-
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coded frames. Specifically, we design a spatial attention and
a temporal attention to integrate the appearance and motion
features for activity modelling. To adaptively handle differ-
ent fast-motion (P-frame guided) or slow-motion (I-frame
guided) cases, we further design an adaptive appearance and
motion fusion module to integrate the appearance and mo-
tion information by learning a balanced weight through a
residual module. Finally, a query-guided multi-modal fu-
sion is exploited to integrate the visual and textual features
for final grounding.
Our contributions are summarized as follows:

e We propose a brand-new and challenging task:
compressed-domain TSG, which aims to directly
leverage the compressed video for TSG. To our best
knowledge, we make the first attempt to locate the tar-
get segment in the compressed video.

We present a novel pipeline for compressed-domain
TSG, which can efficiently and effectively integrate
both appearance and motion information from the low-
level visual information in the compressed video.

Extensive experiments on three challenging datasets
(ActivityNet Captions, Charades-STA and TACoS)
validate the effectiveness and efficiency of our TCSE.

2. Related Works

Temporal sentence grounding. Most existing TSG meth-
ods are under the fully-supervised setting, where all video-
query pairs and precise segment boundaries are manually
annotated based on the fully-decompressed video. These
methods can be divided into two categories: 1) Proposal-
based methods [1, 5,45, 87,94, 95]: They first pre-define
multiple segment proposals and then align these proposals
with the query for cross-modal semantic matching based on
the similarity. Finally, the best proposal with the highest
similarity score is selected as the predicted segment. Al-
though achieving decent results, these proposal-based meth-
ods severely rely on the quality of the segment proposals
and are time-consuming. 2) Proposal-free methods [7,42,

,88,92]: They directly regress the start and end boundary
frames of the target segment or predict boundary probabili-
ties frame-wisely. Compared with the proposal-based meth-
ods, proposal-free methods are more efficient. To alleviate
the reliance to a certain extent, some state-of-the-art turn to
the weakly-supervised setting [8,11,33,49,51,62,64,96,97],
where only video-query pairs are annotated without precise
segment boundaries in the fully-decompressed video.

In real-world computer vision tasks, we always collect
the compressed video, rather than decompressed consecu-
tive frames. In this paper, we present a brand-new practical
yet challenging setting for TSG task, called compressed-
domain TSL, with merely compressed video rather than a
decompressed frame sequence.



Video compression. As a fundamental computer vision
task, video compression [26,27,32,48,57,72,75] divides
a video into a group of pictures (GOP), where each frame
is coded as an I-, P-, and B- frame. An I-frame is the first
frame of the GOP to maintain full RGB pixels as an an-
chor. The subsequent P-and B-frames are then coded using
a block-based motion vector with temporal prediction. The
prediction is conducted by searching the closest matching
block of a previously coded frame as a reference frame. A
vector of the current block to the reference block is deter-
mined as a motion vector. Since the current block and the
matching block are often different, the transformed residual
is used to denote the difference.

Compared with other deep features (e.g., optical flow
[24]) widely used in the TSG task, the compressed-domain
features (MVs and residual) have the following advan-
tages: 1) Lower computational costs. The compressed-
domain features can be obtained during decoding, while
other deep features need to decompress the compressed
video and encode the video by a pretrained heavy-weight
model (C3D [66] or I3D [4]). The compressed-domain
features only even require partial-frame reconstruction by
entropy decoding [100], inverse transform and quantiza-
tion [28], and motion-compensation [10]. In entropy de-
coding, the most time-consuming process is skipping the
motion-compensation [58], whose computational complex-
ity is much smaller than that of other deep features. 2) No
delay or dependency. The compressed-domain features can
be instantly obtained. When we large-scale datasets, the ad-
vantages are more obvious.

3. Proposed Method

3.1. Overview

Problem statement. Given a video bit-stream V with T’
frames, the temporal sentence grounding (TSG) task aims to
localize the precise boundary (75, 7) of a specific segment
semantically corresponding to a given query Q = {¢; }}Z,,
where g; denotes the j-th word, M denotes the word num-
ber, 75 and 7. denote the start and end timestamps of the
specific segment. In our compressed-domain TSG setting,
we do not feed the decompressed frames video as input.
Instead, we partially decode the video bit-stream at a low
cost to extract the compressed video, which includes N
group of pictures (GoPs). Each GoP G; contains one ref-
erence I-frame I; € R7*W*3 followed by L number of
P-frames {P!}£ ,. Each P! consists of a motion vector
M} € R"*WX2 and a residual R} € R*>W*3 which can
be extracted nearly cost-free from V. For convenience, we
assume that all GOPs contain the same number of P-frames.
Thus, T = N x (L + 1). The video bit-stream can be rep-
resented as V = {[;, P}, P?,--- | PF}N |, where i denotes
the i-th GOP. Here, the I-frame contains complete RGB in-
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formation of a video frame and can be decoded itself, while
these P-frames only store the changes from the previous I-
frame by motion vectors and residuals. The motion vec-
tors store 2D displacements of the most similar patches be-
tween I-frame and the target frame, and the residuals store
pixel-wise differences to correct motion compensation er-
rors. We use above three low-level information contained
in compressed videos as our visual input.

Pipeline. Our pipeline is summarized in Figure 2. Given
a video bit-stream, we first utilize the entropy decoding ap-
proach [68, 73] to generate a group of successive pictures
(GOP), which consists of several I-frames with their related
P-frames. Then, we extract the visual appearance features
from I-frames by a pre-trained ResNet-50 network, while a
light-weight ResNet-18 network is used to extract the mo-
tion vector and residual features from P-frames. After that,
we enrich these partial appearance and motion information
with pseudo features to make the complete comprehension
of the full video. A spatial-temporal attention module is fur-
ther introduced to better model the activity content based on
the motion-appearance contexts. Next, we design an adap-
tive appearance and motion fusion module to selectively
integrate the attentive appearance and motion information
guided by the residual information. Finally, we design a
query-guided multi-modal fusion module to integrate the
visual and textual features for final grounding.

3.2. Multi-Modal Encoding

Query encoder. Following [19], we first employ the Glove
network [55] to embed each word into a dense vector. Then,
a Bi-GRU network [9] and a multi-head self-attention mod-
ule [67] are used to further integrate the sequential textual
representations. Thus, final word-level features is denote
as Q = {g;}}L, € RM*?, where d is the feature dimen-
sion. By concatenating the outputs of the last hidden unit in
Bi-GRU with a further linear projection, we can obtain the
sentence-level feature as ggiopa € RY.

I-frame encoder. Following [31, 50], if the {t};—;r-th
frame is [-frame, we use a pretrained ResNet-50 model [22]
to extract its appearance feature a* € R XWX where H,
W and C denotes dimensions of height, width, and channel.
P-frame encoder. Following [59, 73], if the {t};_,r-th
frame is P-frame containing a motion vector M* and a resid-
ual R?, we utilize a ResNet-18 network [22,78,79,82,83,85]
to extract the motion vector feature m? € R *WxC and the
residual feature r* € R7XWxC,

Pseudo feature generation. Since our compressed-domain
TSG needs to locate the specific start and end frames of
the target segment, we need to obtain the precise motion,
compensation and appearance information of each frame
for more accurate grounding. However, in the compressed
video, we only have partially /N-number I-frames of appear-
ance and (N x L)-number P-frames of motion and compen-
sation, lacking enough full-frames (i.e., 7-number frames)
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Figure 2. Overview of the proposed architecture. Firstly, we leverage the entropy decoding approach to obtain the compressed video, i.e.,
I-frames and P-frames (containing motion vectors and residuals). Then, we enrich their information with pseudo features, and develop a
three-branch spatial-temporal attention to model the query-related activity content. After that, we fuse the appearance and motion contexts,
and integrate them with the query features for learning the joint multi-modal representations. At last, we feed the multi-modal features into

the grounding head to predict the segment.

knowledge of the complete appearance-motion information.
Thus, we tend to generate complementary pseudo features
for the unseen frames of the video. For example, to warp the
appearance feature from the current I-frame, we can use M
to estimate the pseudo appearance feature a**! in its adja-
cent frame (its next frame). We can find that the pseudo fea-
ture generation approach exempts reconstructing each adja-
cent frame for feature extraction individually. We assume
that the ¢-frame is I-frame. For constructing the pseudo ap-
pearance features of its n-th adjacent P-frame, we utilize a
block-based motion estimation as:

" (s) = a" T OM T (56) + ), 1)

where a™1! denotes the appearance feature of the n + t-
th P-frame, s is a spatial coordinate of features, and J is
used as a scaling factor. By Eq. (1), we can obtain the
appearance information of each P-frame based on off-the-
shelf I-frames.

Similarly, we will generate the motion information of
each I-frame based on P-frames. Following [18], we com-
bine the temporal movement information of appearance fea-
tures in these adjacent frames. In the channel axis, we
concatenate consecutive n frames [a’;--- ;a"T!] as V! €
RHXWXCxn Getting V! = convyx1(V?), we can get

m' = ReLU(V), 2

where m! is the motion feature of ¢-th frame, ReLU is the
ReLU function, and conv; x1 means 1 x 1 convolution layer
with stride 1, producing a channel dimension of feature C' x
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n to C. Thus, for the ¢-th frame, its appearance and motion
features are a® and m!, respectively.

3.3. Three-branch Spatial-temporal Attention

In the TSG task, most of regions within a frame are
query-irrelevant, where only a few regions are query-
relevant. To automatically learn the discriminative regions
relevant to the query, we need to obtain the fine-grained lo-
cal spatial context. Besides, the temporal context is also
important since we can correlate the region-attentive spa-
tial information in time series for precisely modelling the
activity. Therefore, we exploit previous-encoded three low-
level features (appearance, motion and residual features) to
obtain such query-relevant temporal-spatial information by
designing a three-branch temporal and spatial attention.
Spatial attention. We propose the spatial attention to guide
the model put more focus on the query-related region of the
low-level features. Specifically, in the TSG task, most spa-
tial visual information is noun-relevant. We first utilize the
NLP tool spaCy [23] to parse nouns from the given query.
Then, we exploit these nouns to enhance three visual fea-
tures (appearance, motion and residual features) via an at-
tention mechanism for helping the model learn to pay more
attention on the spatial information precisely. The details
of spatial attention is shown in Figure 2, where we lever-
age the combination of two 2D convolutional layers with
kernel size of 3 x 3, two RelUs and a 2D convolutional lay-
ers with kernel size of 1 x 1 to obtain the spatial attention
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map. Therefore, we can enhance the region-attentive ap-
pearance features a’ into al. Similarly, we can also obtain
the region-attentive motion feature mY and region-attentive
residual features r%.

Temporal attention. After learning the region-aware spa-
tial information, we further learn to capture their tem-
poral relation to better model the query-relevant activity.
Specifically, we choose K consecutive frames (starting at
the ¢-th frame) for extracting their temporal information
via a newly proposed temporal attention. Here, we take
the temporal attention on appearance features for example.
For the appearance features, we first concatenate them as
A = [at; - ;a" K1 To yield the temporal weights
w = [w',w?, - wX] € R on these consecutive frames,
we first leverage a global average pooling along three di-
mensions H x W x C to generate a temporal-wise statistics
S = [st,s2,---,s%] € R, where s represents the whole
temporal information of w!. Then, we utilize the temporal
attention module shown in Figure 2 to generate the temporal
weights w? as:

w' = o(Wr1 0 ReLU(Wrz 0 S + b2) 4 b1), 3)

where Wre, and Wgc, are the weights of two FC layers;
by € REX and by € Rf( are the biases of two FC layers;
o denotes the convolution operation. Therefore, the final
output of the appearance branch is:

“

ffl = wcai.

Similarly, we can obtain the final outputs of the MV and
residual branches as: f and ff.

3.4. Adaptive Motion-Appearance Fusion

After obtaining the attentive motion and appearance in-
formation, we tend to aggregate them to infer the activity
content. Considering different videos may contain differ-
ent abrupt temporal changes, we cannot equally fuse both
the motion and appearance. Specifically, in the TSG task,
a video with more abrupt temporal changes often corre-
sponds to a related word. For example, a video correspond-
ing to “run” often have more temporal changes than another
video corresponding to “walk”. Therefore, we propose an
adaptive strategy to fuse motion and appearance reasonably.
Specifically, we first enhance the appearance and motion
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features based on the query features. Then, we leverage
the residual information to balance the enhanced appear-
ance features and the enhanced motion features adaptively.
Query-guided feature enhancement. We first utilize an
attention mechanism to aggregate the word-level query fea-
tures {¢;}1, for each appearance feature f! as:

X' = W tanh(Wy ff + Wagq, + bo), 5)
Xt
t __
Ap = S XS 6)

where A? is the attention, W, and W, are projection ma-
trices, by is the bias vector, and the W' T is the row vector as
in [95]. Based on Eq. (5), we can obtain the query-enhanced
appearance feature f! = fi ® A!, where ® denotes the op-
eration of element-wise product. Similarly, we can obtain
the query-enhanced motion feature f! , which also seman-
tically corresponds to the query.

Residual-guided feature fusion. The residual features not
only represent the temporal changes (i.e., motion context)
among adjacent frames, but also denote the changes occur
in RGB pixels (i.e., appearance context). Thus, we utilize
the residual feature as guidance to synchronize motion and
appearance features by a learnable Block (shown Figure 3):

8" = Block(f}), (7

where 3! € [0,1] is a learnable balance, the block contains
an average pooling, two fully-connected layers and a RelU
network. If there are many abrupt temporal changes be-
tween different scenes, 3¢ will approach 1. On the contrary,
when there are few abrupt temporal changes, 3¢ goes nearly
to 0. At last, we fuse the motion and appearance informa-
tion with this balanced weight as:

fo=BWsfa+ (1= B)Wafp,

where matrices W3 and W, are learnable parameters.

®)

3.5. Multi-modal Fusion and Grounding Head

After obtaining the motion-appearance enhanced visual
feature, we further integrate it with the textual features as:

T M
o=Ws Zfﬁ + Ws qu + Wrqgiobai-

t=1

©

j=1

where o is the fused feature, and W5, W and W are learn-
able weight matrices.

Based on the multi-modal features o, we utilize two Mul-
tilayer Perceptron (MLP) layers to predict the start and end

scores (pt, pl) on each video clip as

~ = softmax(MLP1 (0)), (pz,pz) = MLP,Aeg('ytot), (10)

where v € R” is the attention weights for segments. Fol-
lowing [40, 92], we introduce the regression 10ss Ly, to
learn the timestamp scoring prediction as follows:

T
_ L st At ¢
Lug = 57 ;[S(ps P+ 8@ —pl)), (D



Table 1. Effectiveness comparison for temporal sentence ground-
ing on ActivityNet Captions dataset under official train/test splits.

Table 2. Performance comparison for temporal sentence ground-
ing on Charades-STA dataset under official train/test splits.

R@I, R@I, R@5 R@5, R@I, R@I, R@5 R@5,
Method 1 Type | 1103 ToU=0.5 [oU=03 IoU=0.5 Method 1 Type | 1 /10,5 ToU=0.7 ToU=0.5 ToU=0.7
CTRL[I9] | FS - 29.01 - 59.17 CTRL[IO] | FS | 23.62 889 5892 2952
2D-TAN[94] | FS | 59.45 4451 8553  77.13 MMN [71] | FS | 4731 2728 8374 5841
DRN[89] | FS - 45.45 - 71.97 2D-TAN [94] | FS | 39.81 2325 7933 5215
RaNet [20] | FS - 45.59 - 75.93 RaNet[20] | FS | 4387 2683  86.67  54.22
MIGCN [93] | FS - 48.02 - 78.02 DRN[89] | FS | 4540 2640 8801 5538
MMN[71] | FS | 6505 4859 8725  79.50 WSTAN[69] | WS | 2935 1228  76.13  41.53
ICVC[0] | WS | 4662 2952 8092  66.61 ICVC[6] | WS | 3102 1653 7753 4191
LCNet[86] | WS | 4849 2633 8251  62.66 CNM[99] | WS | 3515  14.95 - -
VCA[70] | WS | 5045  31.00 7179  53.83 VCA[70] | WS | 3813 1957 7875  37.75
WSTAN [69] | WS | 5245 3001 7938  63.42 LCNet[26] | WS | 39.19 1817  80.56 4524
CNM[99] | WS | 55.68 3333 - - OurTCSF [ CD | 5385 3720 9086 5895
Our TCSF | CD | 6687 4838 8875  80.24

where (p%,pL) € [0, 1] are the ground-truth labels, S(z) is
the cross-entropy loss. We also introduce a confident loss
Leguige to guide timestamp prediction:

XA log(v!)
i

where 4* = 1 if the ¢-th segment is located within the
ground-truth boundary and 4% = 0 otherwise. By Eq. (12),
we can obtain higher attention weights for the segments se-
mantically relevant to the text query.

Therefore, the final loss function is formulated as:

; 12)

['guide =

Lfinal = ﬁreg + a[,guidey (13)

where « is a hyper-parameter.

Inference. Given a video bit-stream and a language query,
we first feed them into our TCSF to obtain the fused cross-
modal feature o in Eq. (9). Then, we predict the start and
end boundary scores (p, p%) by o in Eq. (10) and the con-
fidence score in Eq. (12). Based on the predicted scores of
the start/end timestamps and confidence scores, we gener-
ate several candidate moments, “Top-n (R@n)” candidates

will be selected with non-maximum suppression.

4. Experiment
4.1. Datasets

ActivityNet Captions. Built from ActivityNet v1.3 dataset
[2] for the dense video captioning task, ActivityNet Cap-
tions contains 20k YouTube videos and 100k language
queries. On average, a video are 2 minutes and a query
has about 13.5 words. Following the public split [19], we
use 37421, 17505, and 17031 video-query pairs for training,
validation and testing.
Charades-STA. Built upon the Charades dataset [19,
], Charades-STA contains 16128 video-sentence pairs.
Folowing [19], we utilize 12408 pairs for training and the
others for testing. The average video length is 0.5 minutes.
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Table 3. Performance comparison for temporal sentence ground-
ing on TACoS dataset under official train/test splits.

R@I, R@I, R@5 R@5,
Method —1TYPe | 15203 10U=05 1oU=03 ToU=0.5
CTRL[19] | FS | 1832 1330  36.69 2542
ACRN[47] | FS | 19.52 1462 3497 2488
CMIN [95] | FS | 2464 1805 3846  27.02
SCDM [87] | FS | 2611 2117  40.16  32.18
DRN [89] | FS - 23.17 - 33.36
2D-TAN[94] | FS | 3729 2532 5781 4504
MMN[71] | FS | 3924 2617 6203  47.39
FVMR[21] | FS | 4148 29.12 6453  50.00
RaNet[20] | FS | 4334 3354 6733  55.09
MIGCN [93] | FS | 4879 3757 6763 5791
Our TCSF [ CD [ 49.82 3853  68.60  59.89

The language annotations are generated by sentence decom-
position and keyword matching with manual check.
TACoS. Collected from the cooking scene by [56], TACoS
is employed for the video grounding and dense video cap-
tioning tasks. The dataset consists of 127 videos, whose
average length is 4.8 minutes. Following the same split
of [19], we leverage 10146, 4589, and 4083 video-query
pairs for training, validation, and testing respectively.

4.2. Experimental Settings

Evaluation metric. Following [19,47,92], we evaluate the
grounding performance by “R@n, IoU=m”, which means
the percentage of queries having at least one result whose
Intersection over Union (IoU) with ground truth is larger
than m. In our experiments, we use n € {1,5} for all
datasets, m € {0.5,0.7} for ActivityNet Captions and
Charades-STA, m € {0.3,0.5} for TACoS.

Implementation details. All the experiments are imple-
mented by PyTorch with an NVIDIA Quadro RTX 6000.
For entropy decoding, following [68,73], we use an MPEG-
4 decoder [01] to decompress video bit-stream for obtain-
ing I-frame and P-frame. As for query encoding, we em-
bed each word to 300-dimension features by the Glove



Table 4. Time complexity (s) of 100 videos on ActivityNet Cap-
tions dataset. The total time T}otq: comprises the measurement
time of decompressing video frames (7y..), extracting the cor-
responding features (7.:), and executing the network models
(Texze), where “Other” means the feature encoder (e.g., C3D/13D).

Table 5. Main ablation study on ActivityNet Captions dataset,
where we remove each key individual component to investigate
its effectiveness. “PFG” denotes “pseudo feature generation”,
“TTA” denotes “Three-branch spatial-temporal attention”, “AMF”
denotes “adaptive motion-appearance fusion”.

Tex R@] R@] R R
Model | Tuee | T e MV Residual Other] 1o | Tioel PFG TTA  AMF IoUCjos IoUCjo.s IoU@jg.E; IoUi)g,s
CTRL [19] |50.72 - - - 30.36(372.74|453.82 X X X 50.59 32.84 76.12 68.33
RaNet [20] [50.72 - - - 30.36 |406.30|487.38
2D-TAN [94]]50.72 - - - 30.36(434.91|515.99 ;/( f/( § 2233 2;23 ;Zi(s) ;z?i
MIGCN [93] |50.72 - - - 30.36(529.27|610.35 ) : ’ ’
MMN [71] |50.72| - - - 30.36556.43|637.51 X X vV | 6374 4539 8016  76.05
DRN [89] |50.72| - - - 30.36|585.72|666.80 vV vV X | 6419 4756 8377  76.90
TAG [52] |50.72] - - o 30.36|162.28]243.36 v v v 6687 4838 8875  80.24
WSTAN [69]50.72 - - - 30.36|183.86|264.94
CNM [99] |50.72 43.86|175.37|269.95 Table 6. Ablation study on pseudo feature generation.
Our TCSF ‘12 67‘ 1.84 0.61 0.28 - ‘ 30.76 ‘ 46.16 Appearance Motion| R@1 R@1 R@5 R@5
feature feature | [oU=0.3 IoU=0.5 IoU=0.3 IoU=0.5
model [55]. Besides, we set the head size of multi-head X v 6473 4751 88.09  78.10
self-attention to 8, and the hidden dimension of Bi-GRU to v X 65.85  48.02 8780  79.03
512, respectively. During training, we optimize parameter v v 66.87 4838 8875 8024
by Adam optimizer with learning rate 4 x 10~* and linear
learning rate decay of 10 for each 40 epochs. The batch Table 7. Ablation study on three-branch spatial-temporal attention.
size is 16 and the maximum training epoch is 100. We set Spatial Temporal | R@1 R@1 R@5 R@5
a = 0.8 and K = 7 in this paper. attention  attention | IoU=0.3 IoU=0.5 IoU=0.3 IoU=0.5
. . X 4 6456  43.82  84.13  77.50
4.3. Comparison with State-of-the-Arts v/ X 6531 4320 8372 7681
We conduct performance comparison on three datasets. v %4 66.87  48.38 88.75 80.24
To evaluate efficiency, we only choose the open-source
compared methods that are grouped into two categories: (i) Table 8. Ablation study on adaptive motion-appearance fusion.
Fully-supervised (FS) setting [19-21,47,71,87,89,93-95]; Query-guided Residual-guided| R@1 R@l1 R@5 R@5
(ii) Weakly-supervised (WS) setting [6, 69, 70, 86,97, 99]. enhancement fusion IoU=0.3 IoU=0.5 IoU=0.3 IoU=0.5
For convenience, we denote “compressed-domain setting” X v 6594 4746 8652 78.88
« » . . . v X 65.80 4792 87.63 79.15
as “CD”. Following [54,91], we directly cite the results of 7 J
Note that 66.87 48.38 88.75  80.24

compared methods from corresponding works.
no weakly-supervised method reports its results on TACoS.
The best results are bold. From Tables 1, 2 and 3, we can
find that our TCSF outperforms all compared methods by a
large margin. It demonstrates that our model can achieve
effective performance in more challenging compressed-
domain setting.

Efficiency comparison. To fairly evaluate the efficiency of
our TCSF, we conduct comparison on ActivityNet Captions
dataset with some state-of-the-art methods whose source
codes are available. Table 4 reports the results, and we con-
sider the decompressing time 7Ty.., the feature extracting
time T, the network executing time T,., where the time
is measured via an average on the whole videos. As de-
picted in Table 4, we have the following observations: (i)
Our model takes 12.67s to decompress GOPs in each video
bit-streams and 1.84s, 0.61s, 0.28s to extract their three fea-
tures, which is much efficient than previous works. The
main reason is that previous works need to decompress full
frames of the video and rely on the heavy-weight 3D en-
coder like C3D/I3D to extract the features. Instead, we need
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less frame-level context with much light-weight encoder.
(i1) Our network executing T . also has less parameters to
learn than previous work, thus achieving faster speed. Over-
all, experimental results demonstrate the time-efficiency of
our method.

4.4. Ablation study

To validate the effectiveness of each component in our
TCSF, we conduct extensive ablation studies on the most
challenging ActivityNet Captions dataset.

Main ablation studies. To analyze how each component
contributes to the challenging task, we perform main ab-
lation study as shown in Table 5. Firstly, we set a base-
line model that does not utilize pseudo feature, three-branch
spatial-temporal attention module and adaptive motion-
appearance fusion strategy to address the compressed-
domain TSG. Similar to previous supervised methods, the
baseline model directly generates multiple coarse segment
proposals and then utilizes the rank loss for training. We



Query \ The man mixes up various ingredients and begins laying plaster on the floor.
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‘ Person closes the window.
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Figure 4. Qualitative prediction examples, where we complete the prediction at the red time. We find that our TCSF can ground earlier
than the ground-truth start timestamp, while other methods ground later than the end timestamp.

Table 9. Effect of different low-level features.

Table 11. Effect of different hyper-parameters.

. R@1, R@]1, R@5, R@5, R@l R@l R@5 R@5
IHrame MV Residval| 11503 10U=0.5 ToU=0.3 ToU=0.5 Module  Changes | 11703 1oU=0.5 ToU=03 ToU=0.5
v X X 64.27 46.83 85.75 76.54 Temporal =6 | 66.28 47.95 87.34 80.17
v X vV | 6566 4782 8636 7859 attention 1 — 7 | 6687 4838 8875  80.24
v vV X | 6603 4794 8803 7928 K :087 22(’;; :z-gz S%i gzg(l)
. o = U. B . . .
v v v 66.87 4838 88.75  80.24 Grc}):;l;c(ilmg a—0s| 6687 4838 8875 8004
. . . a=0.9] 6593 47.06 87.29 79.23
Table 10. Effect of the nouns-formed query in spatial attention.
R@]I, R@], R@5, R@5, o
Changes IoU=03  IoU=0.5 IoU=03  IoU=0.5 “R@1, IoU=0.3". This is because the nouns-formed query
wlo query 64.26 47.82 3817 7754 can locate the specific region for each frame, which reduces
w/ query 66.87 48.38 88.75 80.24 the distraction of background information in the video.

can find that this baseline performs worse than most state-
of-the-art methods in Table 1. Secondly, by designing the
pseudo feature generation (PFG) module, we can effec-
tively improve the performance since it enriches the full-
frame context of the video. Table 6 further analyzes the
effective of both pseudo appearance and motion features.
Thirdly, applying three-branch spatial-temporal attention
(TTA) module also brings the large improvement since our
well-designed spatial-temporal attention extracts the more
fine-grained region-attentive temporal-spatial information
for modelling more accurate activity content. As shown
in Table 7, we further illustrate the effectiveness of spa-
tial and temporal attentions separately. Besides, the adap-
tive motion-appearance fusion (AMF) strategy also boost
the performance a lot because it can balance the importance
between appearance and motion features. Table 8 illustrates
the contributions of the query-guided feature enhancement
and residual-guided fusion in AMF module. Overall, each
component brings the performance improvement, and the
full TCSF achieves the best results.

Effect of different low-level features. To analyze the con-
tribution of different low-level features, we conduct the ab-
lation study as shown in Table 9. Both MV and residual can
significantly improve the performance. The improvement
shows the effectiveness of MV and residual.

Effect of the nouns-formed query. In our spatial atten-
tion module, we utilize the noun feature to help us extract
the spatial information. As shown in Table 10, we analyze
the effect of the specific nouns-formed query. Based on the
query, our TCSF improves the performance by 2.61% in
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Analysis on the hyper-parameters. Moreover, we inves-
tigate the robustness of the proposed model to different
hyper-parameters in Table 11. In the temporal attention
module, we choose consecutive K frame to extract the tem-
poral information. We find we can obtain the best perfor-
mance when K = 7. In the grounding head module, we
leverage « to balance the two losses. When o = 0.8, our
TCSF obtains the best performance.

4.5. Qualitative Results

As shown in Figure 4, we report the representative vi-
sualization of the grounding performance. Our TCSF can
ground more accurate query-related segment boundaries
than 2D-TAN and WSTAN with faster grounding.

5. Conclusion

In this paper, we introduce a brand-new compressed-
domain setting into the temporal sentence grounding task
to directly utilize the compressed video rather than de-
compressed frames. To handle the challenging setting, we
propose a novel Three-branch Compressed-domain Spatial-
temporal Fusion (TCSF) framework to extract and aggre-
gate three kinds of low-level visual features for grounding.
Experimental results on three challenging datasets (Activ-
ityNet Captions, Charades-STA and TACoS) demonstrate
that our TCSF significantly outperforms existing fully- and
weakly-supervised methods.

Acknowledgements. This work is supported by National
Natural Science Foundation of China (NSFC) under Grant
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