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Abstract

In Continual Learning (CL), a model is required to learn
a stream of tasks sequentially without significant perfor-
mance degradation on previously learned tasks. Current
approaches fail for a long sequence of tasks from diverse
domains and difficulties. Many of the existing CL ap-
proaches are difficult to apply in practice due to excessive
memory cost or training time, or are tightly coupled to a
single device. With the intuition derived from the widely
applied mini-batch training, we propose Batch Model Con-
solidation (BMC) to support more realistic CL under condi-
tions where multiple agents are exposed to a range of tasks.
During a regularization phase, BMC trains multiple expert
models in parallel on a set of disjoint tasks. Each expert
maintains weight similarity to a base model through a sta-
bility loss, and constructs a buffer from a fraction of the
task’s data. During the consolidation phase, we combine
the learned knowledge on ‘batches’ of expert models us-
ing a batched consolidation loss in memory data that ag-
gregates all buffers. We thoroughly evaluate each compo-
nent of our method in an ablation study and demonstrate
the effectiveness on standardized benchmark datasets Split-
CIFAR-100, Tiny-ImageNet, and the Stream dataset com-
posed of 71 image classification tasks from diverse domains
and difficulties. Our method outperforms the next best CL
approach by 70% and is the only approach that can main-
tain performance at the end of 71 tasks.

1. Introduction
Continual Learning (CL) has allowed deep learning

models to learn in a real world that is constantly evolv-
ing, in which data distributions change, goals are updated,
and critically, much of the information that any model will
encounter is not immediately available [2]. Current ap-
proaches in CL provide a trade-off to the stability-plasticity
dilemma [3] where improving performance for a novel task
leads to catastrophic forgetting.

Continual Learning benchmarks are composed of a lim-
ited number of tasks and with tasks of non-distinct domains,

Figure 1. The loss contours by sequential training compared with
batch task training [1] (shaded areas as low-error zones for each
task). Intuition: Similar to mini-batch training batched task train-
ing can reduce the local minima and improve the convexity of the
loss landscape.

such as Split-CIFAR100 [4] and Split-Tiny-ImageNet [5].
Previous approaches in Continual Learning suffer signifi-
cant performance degradation when faced with a large num-
ber of tasks, or tasks from diverse domains [1]. Addition-
ally, the cost of many methods increases with the number of
tasks [6,7] and becomes ultimately unacceptable for certain
applications, while other methods [8–11] are tightly cou-
pled to training on a single device and therefore cannot ben-
efit from scaling in distributed settings. As such, current ap-
proaches are impractical for many real-world applications,
where multiple devices are trained on a diverse and disjoint
set of tasks with the goal of maintaining a single model.

Motivated by the performance, memory cost, training
time and flexibility issues of current approaches, we pro-
pose Batch Model Consolidation (BMC), a Continual
Learning framework that supports distributed training on
multiple streams of diverse tasks, but also improves per-
formance when applied on a single long task stream. Our
method trains and consolidates multiple workers that each
become an expert in a task that is disjoint from all other
tasks. In contrast, for Federated Learning the training set is
composed of a single task of heterogeneous data [12].

Our method is composed of two phases. First, during
the regularization phase, a set of expert models is trained
in new tasks in parallel with their weights regularized to a
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Figure 2. A single incremental step of BMC. On the right figure, the updating of a base model with Multi-Expert Training: after receiving
the data of the new tasks Di, . . . , Di+k, a batch of experts θi, . . . , θi+k are trained separately on their corresponding tasks with stability
loss applied from the base model. The newly trained experts then sample a subset of their training data and combine them with the memory
to perform batched distillation on the base model. On the left figure, the regularization helps the batched distillation to update the model
closer to the regularization boundary and towards the jointly low-error zone of old tasks and two new tasks.

base model. Second, during the consolidation phase the
expert models are combined into the base model in a way
that better retains the performance on the current tasks of
all experts and all previously learned tasks. The main ad-
vantage of our method is that it provides a better approxi-
mation to the multi-task gradient of all tasks from all expert
models, Fig. 2. Lastly, BMC better retains performance for
significantly more tasks than current baselines, while reduc-
ing the total time of training when compared to training on
the same task-stream in a sequential manner. The primary
contributions of our paper are as follows.

1. We propose Batch Model Consolidation (BMC) to
support CL for training multiple expert models on a
single task stream composed of tasks from diverse do-
mains.

2. We extend BMC for a distributed learning framework
where we train multiple expert models on disjoint task
streams.

3. We propose a stability loss to reduce forgetting that
is applied between expert models and a base model.
Lastly, a batched distillation loss combines multiple
expert models to update a single base model in a single
incremental step.

4. We verify our approach on popular benchmarks and
show that BMC is robust against large domain-shifts
and for a large number of tasks.

2. Related Works
Following the taxonomy by De Lange et al. [13] we sum-

marize methods that mitigate forgetting in three categories,
Replay, Regularization and Parameter isolation methods.

Replay methods identify a limited number of exemplars
to store in an auxiliary dataset, buffer, that is used to retain
performance on previously seen tasks through rehearsal
(ER [14], GEM [15], A-GEM [16], GSS [17]). An auxil-
iary loss can be applied as a regularization term to the main
training task, such as with Knowledge Distillation (DER++
[18], iCaRL [19], FDR [20], DMC [21], ExModel [22])
or by restricting the gradient magnitude (GEM [15], A-
GEM [16]). Exemplars can be randomly selected from the
original dataset [18] or synthetically generated [22]. Sim-
ilarly, we perform distillation on previously stored exem-
plars in a memory bank to consolidate knowledge from pre-
vious tasks. In contrast to previous works we perform a
two-step process of a regularization-phase where we main-
tain proximity of the newly trained task-specific (expert)
model to the old (base) model by a stability loss as opposed
to ‘knowledge transfer’, and in the second consolidation-
phase, we apply batched distillation loss on the pair-wise
intermediate representations between multiple expert mod-
els and an older model on real exemplars from a buffer. We
identify that combining multiple ‘teacher’ models in a sin-
gle step is better than a single ‘teacher’ model in multiple
steps (DMC [21]), and we provide a theoretical justification
of the result in Sec. 3.

Other methods store exemplars in their buffer using pro-
totypes [19], increasing exemplar representability [17], or
gradient projection [15, 16] to restrict drastic gradient up-
dates. Such methods are orthogonal to our method, since
BMC is extendable to different types of buffer sampling
methods and regularization loss as the stability loss.

Parameter-isolation approaches keep the important
weights fixed to reduce forgetting. SupSup [23], HAT [24],
PSP [25], PNN [7], and BLIP [26] identify and assign task-
specific parameters in the model via supermasks or by ap-
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Figure 3. Distributed training paradigm of BMC. The central device maintains only a base model and Memory. All experts can be trained
in parallel on non-overlapping tasks using distributed devices. Batched Distillation is applied agnostic to the expert model weights on
Buffer and Memory data.

pending new weights to the model [7]. Model Zoo [27]
infers and trains a group of similar tasks into one model
as a ‘weak classifier’ to utilize shared domain knowledge,
and use an ensemble of models during inference. Such
approaches have the number of parameters grow with re-
spect to the number of tasks. Methods such as PackNet [28]
and RMN [29], overwrite unimportant parameters to pro-
vide larger model capacity for new tasks and do not grow
indefinitely. Similarly, we assign an expert model to each
task to isolate the parameters. However, we maintain the
number of experts at each incremental step fixed so that the
cost of our method remains constant as the number of tasks
grows. Finally, we perform inference using a single base
model as opposed to an ensemble of models.

Regularization methods such as EWC [8] and similarly
(MAS [30], SI [11]) use an auxiliary loss term to constrain
optimization w.r.t. to a metric of importance for each param-
eter for a given task. LwF [31] distills knowledge from the
previous model using current task data, and LFL [9] freezes
portion of the network while penalizing intermediate repre-
sentations using the Euclidean distance. These approaches
are orthogonal to our method and are candidates for the sta-
bility loss. We find that they underperform compared to our
method in Sec. 5.2 and additional experiments in the sup-
plementary.

Distributed Continual Learning combines Continual
Learning and Federated Learning by incrementally learn-
ing a model stored on a central server using distributed de-
vices. Previous works learn the same task on multiple dis-
tributed devices that are allocated different subsets of data
(CFeD [32]); or train the same sequence of tasks on each
device with inter-client communication of model parame-
ters (FedWeIT [33]). Our method also combines the knowl-
edge of multiple models trained on distributed devices. In
contrast to previous work, we train a unique task on each
device, to learn an expert model. We consolidate multiple

expert models with batched distillation on real data as op-
posed to Knowledge Distillation on an auxiliary dataset [32]
or simple aggregation [33]. Lastly, in contrast to Feder-
ated Learning setting, our method addresses performance
constraints as opposed to privacy constraints and prohibits
inter-client communication. The remote devices communi-
cate once per incremental step with the central server.

In summary, our approach is a combination of a Regu-
larization method with the use of the stability loss, Replay
method with the use of batched distillation loss, and finally
Parameter-isolation where we train multiple experts on dis-
joint tasks and in a distributed fashion.

3. Preliminaries
Continual Learning aims to learn a new task from a

stream of sequential tasks and without access to previous
task datasets, while maintaining performance on all previ-
ous tasks. Given a set of Tasks T = {T1 . . . Tn}, with clear
task boundaries. We train and evaluate our method in a
Class Incremental Learning (CIL) [2, 6] setting in which
task identity is provided during training but not at test time.
The Continual Learning objective function for a model with
parameters θ, can be summarized as maximizing the aver-
age classification accuracy after learning a sequence of T
tasks:

A = max
θ

1

T

T∑
t=1

Acc(θ(Ti), Tiy ) (1)

Knowledge Distillation (KD) [34], in the CL setting,
can be used to transfer knowledge between models trained
on different tasks [18, 19]. KD penalizes the student model
using a loss function between the representations of teacher
and student models. Representations used in KD can be the
output logits Lkd [18, 19, 21, 22] or the intermediate fea-
ture vectors Lbd [35, 36]. Given the hidden representation
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vectors at depth i ∈ |θ| from student and teacher models,
ϕs
i , ϕ

t
i ∈ Rd, we compute Lbd as the sum of the distance

between all pair-wise hidden representations.

Lbd(θt(x), θs(x)) =

|θ|∑
i=1

||sg(ϕt
i)− ϕs

i ||2 (2)

sg is the stop gradient operator that prevents the parameters
of the teacher model from being updated.

Gradient Noise Reduction In many nonconvex opti-
mization problems, the loss manifold is filled with local
minima and saddle points, where Stochastic Gradient De-
scent (SGD) optimization can underperform [37]. Noise in
the training data leads to noise in the gradients and high
variance for SGD [38]. Gradient approximation methods,
such as minibatch training, accumulate gradients over a
batch of data to estimate the true gradient of the entire
training set. Keskar et al. [39] observed that as the batch
becomes smaller, the parameters are updated further away
from their initial point as opposed to large batch training.
This observation is in agreement with [38, 40] that small
batch introduces more ‘randomness’ as it is a lesser approx-
imation to the true gradient of the entire training set and
causes instability in training.

Similarly, consider a continuum learning environment
where there is a set of expert models trained on a disjoint
set of tasks with the goal of consolidating them sequen-
tially into a single base model. We argue that the consol-
idation training process is similar to batch training but in
the multi-task setting, where we reduce the variance by con-
solidating the experiences from multiple experts. Previous
model consolidation methods [21, 22] combine a single ex-
pert at a time. In contrast, for our method, we observe that
batched consolidation improves accuracy as well as enables
data parallelism that can speed up training.

4. Method
Batch Model Consolidation (BMC), combines a

rehearsal-based learning system and a two-step training pro-
cess, Fig. 2 (right). We first introduce the main design
components of BMC for a single task sequence, a task
stream. Next, we formalize the constraints under which
we evaluate Multi-Expert Training, where multiple experts
are trained in parallel on distinct task streams composed
of sequences with distinct tasks. In short, our method is
composed of multiple training incremental steps until all
tasks are learned. Each step trains multiple expert models
in parallel. Each expert is trained on a specific task, dif-
ferent from all other tasks. The training of each expert is
composed of a regularization phase that reduces the de-
viation of the parameters for the current task from the base
model. At the end of the training of all expert models for the
current incremental step, a consolidation phase distills the

expert knowledge back to the base model simultaneously
using batched distillation loss. Our method performs bet-
ter as compared to single-model distillation, and is a better
approximation to the ‘multi-task gradient’ Fig. 2 (left) and
Fig. 1.

4.1. Buffer-Memory

BMC uses a short-term buffer storage and a long-term
memory bank to store real samples for rehearsal. Memory
is a fixed-size storage that holds training exemplars from
multiple previous tasks and is only accessible by the base
model. Buffer is a temporary storage of limited size for a
subset of the expert’s training data. For each train incre-
mental step of k experts, at the end of the regularization
phase, the central memory bank is combined with B1, ...,
Bk from experts. At the end of the consolidation phase, the
memory is subsampled to maintain a constant size.

Sampling methods are applied for both memory and
buffer data selection to meet the size constraints of each
storage solution. The goal of a sampling method is to im-
prove the informativeness of the buffer data for the current
task and the memory data for all previously learned tasks.
We experiment with multiple sampling methods, including
gradient-based sampling [17] and random selection in an
ablation study Sec. 5.2.

4.2. Stability Loss

During the Regularization phase, we train an expert
model θexp that is initialized from a base model θbase. Sta-
bility loss is applied during the regularization phase and
poses a constraint optimization problem during the train-
ing of the expert on the new task. The goal of the expert
is to learn the new task while maintaining feature similar-
ity to previously learned tasks represented by θbase, implic-
itly and without access to previous task data. The idea fol-
lows a direct comparison to previous Continual Learning
regularization-based approaches [11, 30, 31, 41]. The intu-
ition of the stability loss is to make the model less prone
to task-recency bias [2] which can be viewed as the root
cause of forgetting. Additionally, our ablation studies sup-
port the view that the stability loss improves consolidation
as each expert’s weights are confined within the regulariza-
tion boundary (Fig. 2). The optimization objective of each
expert can be summarized as:

Lexp = LT (θexp(x), y) + λLbd(θbase(x), θexp(x)) (3)

where LT is the task loss and Lbd is the distillation loss ap-
plied with the base model as the ‘teacher’ and the ‘expert’
model as the student and λ is the stability coefficient. EWC,
or KD on the logits can be applied in direct replacement to
Lbd. We find experimentally that they under-perform com-
pared to Lbd and discuss the ablation experiment results in
Sec. 5 with additional experiments in the supplementary.
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4.3. Consolidation Phase

At the end of training and for all k experts, BMC con-
solidates the learned knowledge of all experts in a single
training step using a batched distillation loss. Batched dis-
tillation loss is applied only to the most recent task buffer
data B and to memoryM such thatD = {M,B1, . . . ,Bk}.

Instead of performing Knowledge Distillation on a sin-
gle model or task at a time, batched distillation loss is ap-
plied with randomly sampled buffer data and expert rep-
resentations from D. As such, each training batch for the
base model can contain randomly sampled tasks from mul-
tiple domains. We hypothesize that batched distillation loss,
Lbmc, improves performance by improving the convexity of
the loss landscape for all tasks, Fig. 1. Lbmc penalizes on
the difference in feature representations from θ′base to all
experts E = {θ1, . . . , θk}.

Lbmc =
∑
θi∈E

Ex,ϕ(x;θi)∼D[Lbd(θ
′
base(x), θi(x))] (4)

We experiment with alternatives to Lbd when computing
Lbmc. We find that Lbd performs the best with experimental
results in Sec. 5 and the supplementary. The final optimiza-
tion objective of the base model is the joint optimization
of Lbmc and the experience replay task loss. The training
objective of the base model can be summarized as:

Lbase = αLT (θ
′
base(x), y) + βLbmc(θ

′
base,D) (5)

where (x, y) ∈ D, α is the experience replay task loss coef-
ficient and β the consolidation coefficient.

4.4. Multi-Expert Training

We formalize the storage and communication constraints
under which we evaluate our method. Multi-Expert Train-
ing involves multiple devices trained on disjoint tasks with
the goal of learning and maintaining a single model that can
perform well on all tasks. Thus, a method is evaluated on
the cost under which it can mitigate forgetting and penal-
izes methods that can grow indefinitely with the number of
tasks.

Each train incremental step begins with a synchroniza-
tion phase where the base model initializes each expert with
the weights of the base model θbase. Next, and during the
consolidation phase, the expert models communicate the
consolidation artifacts to the central device. We evaluate
and report the performance of the updated base model at
the end of the consolidation phase.

What is shared between each Expert and the Base model
is a flexible design choice that is penalized by the Commu-
nication cost Bc, as the total number of bytes sent between
the central and remote devices in each incremental train-
ing step and the Memory cost Mc of data maintained on
the central device. We use Cost Accuracy Ac to evaluate a

Algorithm 1 Distributed Batch Model Consolidation
Central Device:

1: Initialize base model θbase and memoryM
2: for batch of k tasks ∈ T do
3: Synchronization phase Transmit θbase
4: Run Remote Train
5: Consolidation phase Transmit B
6: Train θ′base using B by Eq. (5)
7: M′ ← sample(M∪B)
8: Discard B
9: end for

Remote Train:
1: Given current task dataset Ti and θbase
2: Initialize expert θi ← θbase
3: Train θi on Ti by Eq. (3)
4: Sample Bi from Ti

5: Transmit Bi

method, on the marginal rate of substitution of mean accu-
racy, 1 to the Total Cost Tc at the given evaluation point

Ac =
A

Tc
(6)

where Tc = McBc + θ. In detail, for a given train incre-
mental step, we pose the following constraints:

• Each expert θi represents a remote device that has ac-
cess only to the current task data Ti and θbase.

• Each remote device can communicate once at the end
of the training process to the central device consolida-
tion artifacts B.

• The central device must use the consolidation artifacts
andM to update θ′base

Thus, the constraints use Mc to penalize a method that
can naively isolate parameters for each task or store all train
artifacts at the end of a consolidation phase. Furthermore,
the constraints use Bc to penalize methods that can transmit
a buffer that is similar in size to the task dataset on which
the expert was trained. The communication constraints can
provide a Pareto front of a method in how well it utilizes the
available data. As a real-world example, consider the sce-
nario where a fleet of autonomous vehicles are trained on
geographical regions of diverse and disjoint features [42],
such as weather patterns and road conditions. Additionally,
communication of training data can be prohibitively expen-
sive, and storage of Buffer data or models infeasible for a
large fleet of vehicles. Fig. 3 provides an illustration of the
Multi-Expert training and Algorithm 1 the pseudo-code for
our method.
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5. Experiments

We evaluate our method on three Continual Learning
benchmarks, Tiny-ImageNet [5] split into 10 tasks, CIFAR-
100 [4] split into 10 tasks and 20 tasks. Next, we evaluate
our method on a long sequence of diverse tasks to demon-
strate BMC’s advantage. We use the Stream dataset com-
posed of 71 image classification tasks for rigorous evalua-
tion on average accuracy, Cost Accuracy, and relative train-
ing time. Lastly, we evaluate the efficacy of each design
component for our method through ablation experiments on
Permuted-MNIST, where we train for 128 tasks and a to-
tal of 1280 classes. We provide an overview of the dataset
in this section and attach additional details in the supple-
mentary. We open-source and provide the extracted feature
vectors from the Stream dataset, the code to run the bench-
mark on the baselines and the code for our method as a Dis-
tributed Continual Learning library1.

Stream Dataset. Common benchmarks for evaluating
Continual Learning methods are built by splitting classes
from datasets such as MNIST, CIFAR-10/100 and Tiny-
ImageNet, which have subtasks in similar domains, of sim-
ilar size and number of classes. We aim to evaluate BMC
in a more general setting where there are larger domain-
shifts, for significantly more tasks that range in difficulty
and problem size. Lastly, synthetically generated datasets
such as permuted-MNIST can be poor references to per-
formance in applicable scenarios [6]. To this end, we use
Stream which is composed of 71 publicly available image
classification datasets [43–113] from the computer vision
literature and Kaggle [114]. We concatenate the datasets
into a stream of tasks. There are a total of 6,770,722 train
images and 743,977 validation images with 2866 classes in
Stream, with different numbers of classes for each task. De-
tails on each dataset are attached in the supplementary. To
speed up the experiments, we extract feature vectors from a
pre-trained CLIP model [115] and used them as input to the
model. For both our method and the baselines we use iden-
tical train hyper-parameters. We use the hyper-parameters
as reported in the original paper for each method, where it
is applicable. All experiments use an MLP with Residual
connections [116] on the extracted CLIP feature vectors.

Baselines. We follow the methodology and compare
with the methods reported in [6, 18]. When running a
method on the Stream dataset we use implementation by
Mammoth [18] and FACIL [2]. We report results from
each respective paper when they are available or work by
[6,18]. We compare our method with ER [14], GSS [17], A-
GEM [16], iCaRL [19], GDumb [117], DER++ [18], Online
EWC [41], SI [11], MAS [30] and DMC [21] with details
of each method on Sec. 2. We train a naive baseline (SGD)
without any Continual Learning strategy as a lower-bound.

1https://github.com/fostiropoulos/stream benchmark

We compute the theoretical upper bound on performance
as Multi-Task accuracy where we use the mean accuracy of
SGD on each task.

5.1. Results

We use 10 experts for our experiments (other training
configurations are provided in Supplementary). Table 1 re-
port the average accuracy A, for the main baselines. We
report Cost Accuracy Ac, Total Cost Tc and relative train-
ing time to SGD. We include additional baselines in Fig. 4
and a full table in the supplementary. For the Continual
Learning benchmarks, we show that BMC works well on
the short sequence of similar tasks. For the Stream bench-
mark, our method significantly outperforms all baselines. In
detail, BMC outperforms the second highest (ER) by 70%,
and achieve 79% of the theoretical upper bound provided
by Multi-Task training. Additionally, BMC has a constant
time complexity w.r.t. the number of previously seen tasks
and is 22% faster when compared to training with SGD on a
single device. Other baselines degrade in relative time per-
formance because they require a second backward propaga-
tion [18] or have an intractable training time as the number
of learned tasks increases [17, 18, 118].

Our experiments and benchmark conclude that most of
the recent approaches fail in mitigating forgetting and are
outperformed in all regards by simpler alternatives such as
ER [14]. Replay methods that use heuristics in sampling
[16, 18, 19] are unable to address the drastic domain-shift
of a long stream of tasks and result in sudden performance
degradation for large domain-shifts as shown in Fig. 4.
Likewise, Regularization methods [30, 41] perform simi-
larly to a naive baseline, SGD. Parameter-isolation meth-
ods [7, 23] fail to train due to memory requirements.

We analyze the Total Cost (Tc) as the space complexity
of the buffer, memory and any auxiliary information spe-
cific to the method. We denote by |x| the input dimension,
|θ| the number of model parameters, |ϕ| the total size of the
intermediate representations (|ϕ−2| the penultimate feature
size, and |ϕ−1| the logit size). iCaRL uses a herding buffer
strategy that computes artifacts for the entire dataset to sub-
sample, which results in higher than theoretical peak mem-
ory usage. For our method, we use an efficient implemen-
tation to calculate Lbmc that does not transmit ϕ. As such,
BMC maintains a memory footprint per task O(|x|) + kθ.

We compute Tc in megabytes (MB) for a given buffer
size, and thus Ac represents the improvement in accuracy
per unit of MB Eq. (6). Our best performing model variant
achieves an accuracy of 71.87% with a Buffer and Memory
size of 15k respectively. For our method we find the Pareto
optimal configuration with regards to Ac and use Memory
and Buffer size of 15k and 10k respectively, Tab. 1. When
comparing between methods, there are limitations in us-
ing Ac for a single configuration. The comparison for the
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Figure 4. BMC outperforms all other methods on the average accuracy for the Stream dataset and under a CIL evaluation setting.

hyper-parameter range that each method was trained on and
might be optimal for A but not be Pareto optimal in terms
of Ac. To this end, we motivate that the evaluation of Ac is
done for multiple configurations. We provide additional de-
tails on the limitation of Ac in Sec. 6 and provide the Pareto
front of our method in the supplementary that can serve as
a baseline for future work.

5.2. Ablation Study and Analysis

We conduct an ablation study on the Permuted-MNIST
[123] to experimentally verify the impact of each compo-
nent in BMC. We focus our ablation experiment on different
hyper-parameter effects during regularization and consoli-
dation phases and summarize our findings in Fig. 5, where
the component settings are compared by the mean accuracy.
In total we run 629 experiments and for each experiment,
we use a different random seed where we uniformly sam-
ple values for each hyper-parameter in the reported range.
For continuous hyper-parameters and for reasons of clarity,
we report the interpolated curve of all random trials. Lastly,
for brevity we discuss the most important components in
this section and provide experimental results on additional
hyper-parameters in the supplementary.

Number of experts. The average accuracy increases
monotonically with a larger batch of experts. Consolidat-
ing more experts at each step improves convergence on all
tasks and reduces gradient noise. Our results agree with our
hypothesis in Sec. 3 and 4, where we claim that batched dis-
tillation is a better approximation to the joint optimization
goal of all tasks.

Consolidation & Stability loss. We compare the ef-
fectiveness of different alternatives for stability loss and
batched distillation loss. We compare our method against
Knowledge Distillation (KD) as used by [18,19]. In both the
regularization and consolidation phases, the pairwise inter-
mediate feature distillation Lbd performed better for BMC.

Stability & Consolidation coef. Stability coefficient (λ)
scales the stability loss, while the consolidation coefficient
(β) scales Lbmc during the consolidation phase. Results
show the final performance is positively correlated to λ and
β with linear correlation coefficients of 4.12e-2 and 9.39e-
2 respectively. Our findings agree with our hypothesis that
a stronger batched distillation penalty provides a better ap-
proximation to the multi-task gradient Sec. 3.

Sampling method. We evaluate more sophisticated
sampling strategies, including gradient-based [17] and com-
pare with random selection. We found that random
sampling significantly outperformed every other sampling
method. We argue that more sophisticated methods in sam-
pling are not suitable for a long sequence of tasks as any
inductive bias in selecting which samples to store can be
biased either to more recent or later tasks and lead to under-
represented tasks or classes. Our results are in agreement
with the previous survey [2].

Buffer-Memory size. We vary the size of buffer and
memory to study the effect they have on accuracy. As ex-
pected, the performance of our method increases with the
increased buffer-memory. We find, however, that the effect
of buffer size is greater with a linear corr. coefficient of
0.193 when compared to memory with a coef. of 0.104.

6. Discussion

Previous work [18,119] shows improvement in standard-
ized benchmarks compared to simpler approaches such as
ER [14]. We reason that the results hold for a short se-
quence of similar tasks or synthetically generated datasets.
In contrast, we find that for the Stream dataset ER outper-
forms other baseline methods significantly. Works built on
top of ER [18,19] that use an auxiliary loss suffer in perfor-
mance for the same benchmark. The reason for the perfor-
mance degradation has to be studied further, but we hypoth-
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Methods S-CIFAR (10) S-CIFAR (20) Tiny (10) Stream (71) Ac ↑ Tc Time ↓
SGD 8.5 3.7 7.9 2.1 - O(1) 100%

Multi-Task 75.79 75.79 68.89 89.3 - O(1) 100%
ER 12.43 14.42 27.41 41.4 5.40 O(|x|) 184%

DER++ 27.02 - 39.01 19.4 0.53 O(|x|+ |ϕ−1|) 205%
A-GEM 6.52 3.62 8.01 6.6 0.67 O(|x|) + 2|θ| 231%
iCaRL 25.53 19.22 14.11 23.4 0.59 O(|x|+ |ϕ−2:|) + |θ| 141%

GDumb 36.02 22.12 - 33.0 4.29 O(|x|) 129%
GSS 17.42 11.32 - - - O(|x|) 1203%
DMC 36.2 - - 1.0 0.02 O(1) + |θ| 140%

EWCon 13.1 3.7 7.6 2.1 0.99 O(1) + 2|θ| 172%
Ours 66.54 67.44 49.44 70.4 6.27 O(|x|) + kθ 78%

Table 1. CIL performance on split CIFAR-100 (S-CIFAR) for 10 and 20 tasks, split Tiny-ImageNet for 10 tasks and Stream Dataset for 71
tasks. Baseline results for S-CIFAR and Tiny-ImageNet are from [2,18,119–122] with the buffer size annotated next to the reported result
as 51201, 50002, 10003 or 20004. We use ‘-’ to denote results that are not available in the literature, not applicable or not feasible to obtain.

Figure 5. Hyper-parameter ablation results on Permuted-MNIST for 128 tasks and 1280 classes. From left to right, we vary the number of
expert models, the loss used in consolidation and stability loss, the consolidation and stability coefficients, and finally the sampling method
for constructing the buffer and memory.

esize that the auxiliary loss introduces the task-recency bias
within the artifacts it is applied to.

Total Cost Tc and by extension Ac do not take into con-
sideration of the hyper-parameters used for each method
that are flexible design choices and as such can be non-
equivalent when comparing two methods and for a single
configuration. Consider that the number of parameters for
a model can change for a different configuration and can
lead to a method with degradation in Ac if the method
stores intermediate gradients [16] or features [19] compared
to methods that only store logits [18]. For a thorough
evaluation between methods that is agnostic to the hyper-
parameter a Pareto optimal configuration must be used to
evaluate each method. Additionally, an improved version
of Ac that is not influenced by component hyper-parameter
choice can provide a better evaluation metric.

7. Conclusion

In this paper, we propose Batch Model Consolidation,
a Continual Learning framework that reduces catastrophic
forgetting when training on a long sequence of tasks from
diverse domains and ranging difficulties. Our method com-

bines Regularization, with the use of the stability loss on
a previously trained base model; Replay, with the use of
batched distillation loss on memory data; and Parameter-
Isolation where multiple expert models are trained on a se-
quence of disjoint tasks. Lastly, we extend our framework
to work in a distributed setting where each expert can reside
on a different device and specialize in a given task. We ex-
perimentally demonstrate that BMC is the only method that
maintains performance for our long sequence of 71 tasks.
Lastly, we make the code of this work publicly available
so that it can serve as a benchmark for future work in Dis-
tributed Continual Learning.
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