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**Abstract**

We introduce k-planes, a white-box model for radiance fields in arbitrary dimensions. Our model uses \( \binom{d}{2} \) ("d-choose-2") planes to represent a d-dimensional scene, providing a seamless way to go from static \((d = 3)\) to dynamic \((d = 4)\) scenes. This planar factorization makes adding dimension-specific priors easy, e.g. temporal smoothness and multi-resolution spatial structure, and induces a natural decomposition of static and dynamic components of a scene. We use a linear feature decoder with a learned color basis that yields similar performance as a nonlinear black-box MLP decoder. Across a range of synthetic and real, static and dynamic, fixed and varying appearance scenes, k-planes yields competitive and often state-of-the-art reconstruction fidelity with low memory usage, achieving 1000x compression over a full 4D grid, and fast optimization with a pure PyTorch implementation. For video results and code, please see sarafridov.github.io/K-Planes.
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**1. Introduction**

Recent interest in dynamic radiance fields demands representations of 4D volumes. However, storing a 4D volume directly is prohibitively expensive due to the curse of dimensionality. Several approaches have been proposed to factorize 3D volumes for static radiance fields, but these do not easily extend to higher dimensional volumes.

We propose a factorization of 4D volumes that is simple, interpretable, compact, and yields fast training and rendering. Specifically, we use six planes to represent a 4D volume, where the first three represent space and the last three represent space-time changes, as illustrated in Fig. 1(d). This decomposition of space and space-time makes our model interpretable, i.e. dynamic objects are clearly visible in the space-time planes, whereas static objects only appear in the space planes. This interpretability enables dimension-specific priors in time and space.

More generally, our approach yields a straightforward, prescriptive way to select a factorization of any dimension with 2D planes. For a d-dimensional space, we use \( k = \binom{d}{2} \) ("d-choose-2") k-planes, which represent every pair of di-
dimensions — for example, our model uses \( \binom{4}{2} = 6 \) hex-planes in 4D and reduces to \( \binom{3}{2} = 3 \) tri-planes in 3D. Choosing any other set of planes would entail either using more than \( k \) planes and thus occupying unnecessary memory, or using fewer planes and thereby forfeiting the ability to represent some potential interaction between two of the \( d \) dimensions. We call our model \( k \)-planes; Fig. 1 illustrates its natural application to both static and dynamic scenes.

Most radiance field models entail some black-box components with their use of MLPs. Instead, we seek a simple model whose functioning can be inspected and understood. We find two design choices to be fundamental in allowing \( k \)-planes to be a white-box model while maintaining reconstruction quality competitive with or better than previous black-box models [15, 27]: (1) Features from our \( k \)-planes are multiplied together rather than added, as was done in prior work [5, 6], and (2) our linear feature decoder uses a learned basis for view-dependent color, enabling greater adaptivity including the ability to model scenes with variable appearance. We show that an MLP decoder can be replaced with this linear feature decoder only when the planes are multiplied, suggesting that the former is involved in both view-dependent color and determining spatial structure.

Our factorization of 4D volumes into 2D planes leads to a high compression level without relying on MLPs, using 200 MB to represent a 4D volume whose direct representation at the same resolution would require more than 300 GB, a compression rate of three orders of magnitude. Furthermore, despite not using any custom CUDA kernels, \( k \)-planes trains orders of magnitude faster than prior implicit models and on par with concurrent hybrid models.

In summary, we present the first white-box, interpretable model capable of representing radiance fields in arbitrary dimensions, including static scenes, dynamic scenes, and scenes with variable appearance. Our \( k \)-planes model achieves competitive performance across reconstruction quality, model size, and optimization time across these varied tasks, without any custom CUDA kernels.

### 2. Related Work

\( k \)-planes is an interpretable, explicit model applicable to static scenes, scenes with varying appearances, and dynamic scenes, with compact model size and fast optimization time. Our model is the first to yield all of these attributes, as illustrated in Tab. 1. We further highlight that \( k \)-planes satisfies this in a simple framework that naturally extends to arbitrary dimensions.

**Spatial decomposition.** NeRF [21] proposed a fully implicit model with a large neural network queried many times during optimization, making it slow and essentially a black-box. Several works have used geometric representations to reduce the optimization time. Plenoxels [9] proposed a

<table>
<thead>
<tr>
<th>Model</th>
<th>Static</th>
<th>Appearance</th>
<th>Dynamic</th>
<th>Fast</th>
<th>Compact</th>
<th>Explicit</th>
</tr>
</thead>
<tbody>
<tr>
<td>NeRF</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>NeRF-W</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>DVGGO</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Plenoxels</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Instant-NGP, TensoRF</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>DyNeRF, D-NeRF</td>
<td>–</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>TiNeuVox, Tensor4D</td>
<td>–</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>MixVoxels, V4D</td>
<td>–</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>NeRFPlayer</td>
<td>–</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

1 TensoRF offers both hybrid and explicit versions, with a small quality gap 2 NerfPlayer offers models at different sizes, the smallest of which has < 100 million parameters but the largest of which has > 300 million parameters.

**Table 1. Related work overview.** The \( k \)-planes model works for a diverse set of scenes and tasks (static, varying appearance, and dynamic). It has a low memory usage (compact) and fast training and inference time (fast). Here “fast” includes any model that can optimize within a few (< 6) hours on a single GPU, and “compact” denotes models that use less than roughly 100 million parameters. “Explicit” denotes white-box models that do not rely on MLPs.

Our model is the first white-box, interpretable model applicable to static scenes, scenes with varying appearances, and dynamic scenes, with compact model size and fast optimization time. Our model is the first to yield all of these attributes, as illustrated in Tab. 1. We further highlight that \( k \)-planes satisfies this in a simple framework that naturally extends to arbitrary dimensions.

**Spatial decomposition.** NeRF [21] proposed a fully implicit model with a large neural network queried many times during optimization, making it slow and essentially a black-box. Several works have used geometric representations to reduce the optimization time. Plenoxels [9] proposed a

---

12480
methods have been shown to offer a favorable balance of memory efficiency and optimization time for static scenes. However, it is not obvious how to extend these factorizations to 4D volumes in a memory-efficient way. \(k\)-planes defines a unified framework that enables efficient and interpretable factorizations of 3D and 4D volumes and trivially extends to even higher dimensional volumes.

**Dynamic volumes.** Applications such as Virtual Reality (VR) andComputed Tomography (CT) often require the ability to reconstruct 4D volumes. Several works have proposed extensions of NeRF to dynamic scenes. The two most common schemes are (1) modeling a deformation field on top of a static canonical field \([7, 8, 16, 24, 27, 33, 30]\), or (2) directly learning a radiance field conditioned on time \([11, 15, 16, 25, 38]\). The former makes decomposing static and dynamic components easy \([37, 40]\), but struggles with changes in scene topology (e.g., when a new object appears), while the latter makes disentangling static and dynamic objects hard. A third strategy is to choose a representation of 3D space and repeat it at each timestep (e.g., NeRFPlayer \([29]\)), resulting in a model that ignores space-time interactions and can become impractically large for long videos.

Further, some of these models are fully implicit \([15, 27]\) and thus suffer from extremely long training times (e.g., DyNeRF used 8 GPUs for 1 week to train a single scene), as well as being completely black-box. Others use partially explicit decompositions for video \([8, 10, 13, 17, 18, 28, 29, 34]\), usually combining some voxel or spatially decomposed feature grid with one or more MLP components for feature decoding and/or representing scene dynamics. Most closely related to \(k\)-planes is Tensor4D \([28]\), which uses 9 planes to decompose 4D volumes. \(k\)-planes is less redundant (e.g., Tensor4D includes two \(yt\) planes), does not rely on multiple MLPs, and offers a simpler factorization that naturally generalizes to static and dynamic scenes. Our method combines a fully explicit representation with a built-in decomposition of static and dynamic components, the ability to handle arbitrary topology and lighting changes over time, fast optimization, and compactness.

**Appearance embedding.** Reconstructing large environments from photographs taken with varying illumination is another domain in which implicit methods have shown appealing results, but hybrid and explicit approaches have not yet gained a foothold. NeRF-W \([19]\) was the first to demonstrate photorealistic view synthesis in such environments. They augment a NeRF-based model with a learned global appearance code per frame, enabling it to explain away changes in appearance, such as time of day. With Generative Latent Optimization (GLO) \([4]\), these appearance codes can further be used to manipulate the scene appearance by interpolation in the latent appearance space. Block-NeRF \([31]\) employs similar appearance codes.

We show that our \(k\)-planes representation can also effectively reconstruct these unbounded environments with varying appearance. We similarly extend our model – either the learned color basis in the fully explicit version, or the MLP decoder in the hybrid version – with a global appearance code to disentangle global appearance from a scene without affecting geometry. To the best of our knowledge, ours is both the first fully explicit and the first hybrid method to successfully reconstruct these challenging scenes.

### 3. \(k\)-planes model

We propose a simple and interpretable model for representing scenes in arbitrary dimensions. Our representation yields low memory usage and fast training and rendering. The \(k\)-planes factorization, illustrated in Fig. 2, models a \(d\)-dimensional scene using \(k = \binom{d}{2}\) planes representing every combination of two dimensions. For example, for static 3D
scenes, this results in *tri-planes* with \( \binom{4}{2} = 3 \) planes representing \( x y, x z, \) and \( y z \). For dynamic 4D scenes, this results in *hex-planes*, with \( \binom{6}{2} = 6 \) planes including the three space-only planes and three space-time planes \( x t, y t, \) and \( z t \). Should we wish to represent a 5D space, we could use \( \binom{7}{2} = 10 \) *deca-planes.* In the following section, we describe the 4D instantiation of our \( k \)-planes factorization.

### 3.1. Hex-planes

The hex-planes factorization uses six planes. We refer to the space-only planes as \( P_{xy}, P_{xz}, \) and \( P_{yz} \), and the space-time planes as \( P_{xt}, P_{yt}, \) and \( P_{zt} \). Assuming symmetric spatial and temporal resolution \( N \) for simplicity of illustration, each of these planes has shape \( N \times N \times M \), where \( M \) is the size of stored features that capture the density and viewpoint-dependent color of the scene.

We obtain the features of a 4D coordinate \( q = (i, j, k, \tau) \) by normalizing its entries between \([0, N)\) and projecting it onto these six planes

\[
f(q)_c = \psi(P_c, \pi_c(q)),
\]

where \( \pi_c \) projects \( q \) onto the \( c \)'th plane and \( \psi \) denotes bilinear interpolation of a point into a regularly spaced 2D grid. We repeat Eq. (1) for each plane \( c \in C \) to obtain feature vectors \( f(q)_c \). We combine these features over the six planes using the Hadamard product (elementwise multiplication) to produce a final feature vector of length \( M \)

\[
f(q) = \prod_{c \in C} f(q)_c.
\]

These features will be decoded into color and density using either a linear decoder or an MLP, described in Sec. 3.3.

**Why Hadamard product?** In 3D, \( k \)-planes reduces to the tri-plane factorization, which is similar to [5] except that the elements are multiplied. A natural question is why we multiply rather than add, as has been used in prior work with tri-plane models [5, 26]. Fig. 3 illustrates that combining the planes by multiplication allows \( k \)-planes to produce spatially localized signals, which is not possible with addition.

This selection ability of the Hadamard product produces substantial rendering improvements for linear decoders and modest improvement for MLP decoders, as shown in Tab. 2. This suggests that the MLP decoder is involved in both view-dependent color and determining spatial structure. The Hadamard product relieves the feature decoder of this extra task and makes it possible to reach similar performance using a linear decoder solely responsible for view-dependent color.

### 3.2. Interpretability

The separation of space-only and space-time planes makes the model interpretable and enables us to incorporate dimension-specific priors. For example, if a region of space is static, it has consistent color and density, and this information can be encoded in the space-only planes. On the other hand, dynamic scenes exhibit variation in color and density, which can be encoded in the space-time planes. For example, local changes in space-time planes are possible, but modifying a static region requires modifying all six planes.

**Total variation in space.** Spatial total variation regularization encourages sparse gradients (with L1 norm) or smooth gradients (with L2 norm), encoding priors over edges being either sparse or smooth in space. We encour-
age this in 1D over the spatial dimensions of each of our space-time planes and in 2D over our space-only planes:

\[
\mathcal{L}_{TV}(\mathbf{P}) = \frac{1}{|C|n^2} \sum_{c,i,j} (\| \mathbf{P}^{i,j}_c - \mathbf{P}^{i-1,j}_c \|^2_2 + \| \mathbf{P}^{i,j}_c - \mathbf{P}^{i,j-1}_c \|^2_2),
\]

where \( i, j \) are indices on the plane’s resolution. Total variation is a common regularizer in inverse problems and was used in Plenoxels [9] and TensoRF [6]. We use the L2 version in our results, though we find that either L2 or L1 produces similar quality.

**Smoothness in time.** We encourage smooth motion with a 1D Laplacian (second derivative) filter

\[
\mathcal{L}_{smooth}(\mathbf{P}) = \frac{1}{|C|n^2} \sum_{c,i,t} \| \mathbf{P}^{i,t-1}_c - 2\mathbf{P}^{i,t}_c + \mathbf{P}^{i,t+1}_c \|^2_2,
\]

to penalize sharp “acceleration” over time. We only apply this regularizer on the time dimension of our space-time planes. Please see the appendix for an ablation study.

**Sparse transients.** We want the static part of the scene to be modeled by the space-only planes. We encourage this separation of space and time by initializing the features in the space-time planes as 1 (the multiplicative identity) and using an \( \ell_1 \) regularizer on these planes during training:

\[
\mathcal{L}_{sep}(\mathbf{P}) = \sum_c \| 1 - \mathbf{P}_c \|_1, \quad c \in \{xt, yt, zt\}.
\]

In this way, the space-time plane features of the \( k \)-planes decomposition will remain fixed at 1 if the corresponding spatial content does not change over time.

### 3.3. Feature decoders

We offer two methods to decode the \( M \)-dimensional temporally- and spatially-localized feature vector \( f(\mathbf{q}) \) from Eq. (2) into density, \( \sigma \), and view-dependent color, \( c \).

**Learned color basis: a linear decoder and explicit model.** Plenoxels [9], Plenotrees [39], and TensoRF [6] proposed models where spatially-localized features are used as coefficients of the spherical harmonic (SH) basis, to describe view-dependent color. Such SH decoders can give both high-fidelity reconstructions and enhanced interpretability compared to MLP decoders. However, SH coefficients are difficult to optimize, and their expressivity is limited by the number of SH basis functions used (often limited 2nd degree harmonics, which produce blurry specular reflections).

Instead, we replace the SH functions with a learned basis, retaining the interpretability of treating features as coefficients for a linear decoder yet increasing the expressivity of the basis and allowing it to adapt to each scene, as was proposed in NeX [36]. We represent the basis using a small MLP that maps each view direction \( \mathbf{d} \) to red \( b_R(\mathbf{d}) \in \mathbb{R}^M \), green \( b_G(\mathbf{d}) \in \mathbb{R}^M \), and blue \( b_B(\mathbf{d}) \in \mathbb{R}^M \) basis vectors. The MLP serves as an adaptive drop-in replacement for the spherical harmonic basis functions repeated over the three color channels. We obtain the color values

\[
\mathbf{c}(\mathbf{q}, \mathbf{d}) = \bigcup_{i \in \{R,G,B\}} f(\mathbf{q}) \cdot b_i(\mathbf{d}),
\]

where \( \cdot \) denotes the dot product and \( \bigcup \) denotes concatenation. Similarly, we use a learned basis \( b_\sigma \in \mathbb{R}^M \), independent of the view direction, as a linear decoder for density:

\[
\sigma(\mathbf{q}) = f(\mathbf{q}) \cdot b_\sigma.
\]

Predicted color and density values are finally forced to be in their valid range by applying the sigmoid to \( c(\mathbf{q}, \mathbf{d}) \), and the exponential (with truncated gradient) to \( \sigma(\mathbf{q}) \).

**MLP decoder: a hybrid model.** Our model can also be used with an MLP decoder like that of Instant-NGP [22] and DVGO [30], turning it into a hybrid model. In this version, features are decoded by two small MLPs, one \( g_\sigma \), that maps the spatially-localized features into density \( \sigma \) and additional features \( \tilde{f} \), and another \( g_{RGB} \) that maps \( \tilde{f} \) and the embedded view direction \( \gamma(\mathbf{d}) \) into RGB color

\[
\begin{align*}
\sigma(\mathbf{q}) &= f(\mathbf{q}) \\
\tilde{f}(\mathbf{q}) &= g_\sigma(f(\mathbf{q})) \\
c(\mathbf{q}, \mathbf{d}) &= g_{RGB}(\tilde{f}(\mathbf{q}), \gamma(\mathbf{d})).
\end{align*}
\]

As in the linear decoder case, the predicted density and color values are finally normalized via exponential and sigmoid, respectively.

**Global appearance.** We also show a simple extension of our \( k \)-planes model that enables it to represent scenes with consistent, static geometry viewed under varying lighting or appearance conditions. Such scenes appear in the Phototourism [14] dataset of famous landmarks photographed at different times of day and in different weather. To model this variable appearance, we augment \( k \)-planes with an \( M \)-dimensional vector for each training image \( 1, \ldots, T \). Similar to NeRF-W [19], we optimize this per-image feature vector and pass it as an additional input to either the MLP learned color basis \( b_R, b_G, b_B \), or to the MLP color decoder \( g_{RGB} \), in our hybrid version, so that it can affect color but not geometry.

### 3.4. Optimization details

**Contraction and normalized device coordinates.** For forward-facing scenes, we apply normalized device coordinates (NDC) [21] to better allocate our resolution while enabling unbounded depth. We also implement an \( \ell_\infty \) version (rather than \( \ell_2 \)) of the scene contraction proposed in Mip-NeRF 360 [2], which we use on the unbounded Phototourism scenes.
Proposition sampling. We use a variant of the proposal sampling strategy from Mip-NeRF 360 [2], with a small instance of $k$-planes as density model. Proposal sampling works by iteratively refining density estimates along a ray, to allocate more points in the regions of higher density. We use a two-stage sampler, resulting in fewer samples that must be evaluated in the full model and in sharper details by placing those samples closer to object surfaces. The density models used for proposal sampling are trained with the histogram loss [2].

Importance sampling. For multiview dynamic scenes, we implement a version of the importance sampling based on temporal difference (IST) strategy from DyNeRF [15]. During the last portion of optimization, we sample training rays proportionally to the maximum variation in their color within 25 frames before or after. This results in higher sampling probabilities in the dynamic region. We apply this strategy after the static scene has converged with uniformly sampled rays. In our experiments, IST has only a modest impact on full-frame metrics but improves visual quality in the small dynamic region. Note that importance sampling cannot be used for monocular videos or datasets with moving cameras.

4. Results

We demonstrate the broad applicability of our planar decomposition via experiments in three domains: static scenes (both bounded 360° and unbounded forward-facing), dynamic scenes (forward-facing multi-view and bounded 360° monocular), and Phototourism scenes with variable appearance. For all experiments, we report the metrics PSNR (pixel-level similarity) and SSIM$^1$ [35] (structural similarity), as well as approximate training time and number of parameters (in millions), in Tab. 3. Blank entries in Tab. 3 denote baseline methods for which the corresponding information is not readily available. Full per-scene results may be found in the appendix.

4.1. Static scenes

We first demonstrate our triplane model on the bounded, 360°, synthetic scenes from NeRF [21]. We use a model with three symmetric spatial resolutions $N \in \{128, 256, 512\}$ and feature length $M = 32$ at each scale; please see the appendix for ablation studies over these hyperparameters. The explicit and hybrid versions of our model perform similarly, within the range of recent results on this benchmark. Fig. 4 shows zoomed-in visual results on a small sampling of scenes. We also present results of our triplane model on the unbounded, forward-facing, real scenes from LLFF [20]. Our results on this dataset are similar to the synthetic static scenes; both versions of our model match or exceed the prior state-of-the-art, with the hybrid version achieving slightly higher metrics than the fully explicit version. Fig. 5 shows zoomed-in visual results on a small sampling of scenes.

4.2. Dynamic scenes

We evaluate our hexplane model on two dynamic scene datasets: a set of synthetic, bounded, 360°, monocular videos from D-NeRF [27] and a set of real, unbounded, forward-facing, multiview videos from DyNeRF [15].

The D-NeRF dataset contains eight videos of varying duration, from 50 frames to 200 frames per video. Each timestep has a single training image from a different viewpoint; the camera “teleports” between adjacent timestamps [12]. Standardized test views are from novel camera positions at a range of timestamps throughout the video. Both our explicit and hybrid models outperform D-NeRF in both quality metrics and training time, though they do not surpass very recent hybrid methods TiNeuVox [8] and V4D [10], as shown in Fig. 7.

The DyNeRF dataset contains six 10-second videos recorded at 30 fps simultaneously by 15-20 cameras from a range of forward-facing view directions; the exact number of cameras varies per scene because a few cameras produced miscalibrated videos. A central camera is reserved
Figure 6. **Qualitative video results.** Our hexplane model rivals the rendering quality of state-of-the-art neural rendering methods. Our renderings were obtained after at most 4 hours of optimization on a single GPU whereas DyNeRF trained for a week on 8 GPUs. MixVoxels frame comes from a slightly different video rendering, and is thus slightly shifted.

<table>
<thead>
<tr>
<th></th>
<th>PSNR ↑</th>
<th>SSIM ↑</th>
<th>Train Time ↓</th>
<th># Params ↓</th>
</tr>
</thead>
<tbody>
<tr>
<td>NeRF [21] (static, synthetic)</td>
<td>32.21</td>
<td>0.960</td>
<td>38 min</td>
<td>33M</td>
</tr>
<tr>
<td>Ours-explicit</td>
<td>32.36</td>
<td>0.962</td>
<td>38 min</td>
<td>33M</td>
</tr>
<tr>
<td>Ours-hybrid</td>
<td>31.71</td>
<td>0.958</td>
<td>11 min</td>
<td>~500M</td>
</tr>
<tr>
<td>Plenoxels [9]</td>
<td>33.14</td>
<td>0.963</td>
<td>17 min</td>
<td>18M</td>
</tr>
<tr>
<td>TensoRF [6]</td>
<td>33.18</td>
<td>-</td>
<td>5 min</td>
<td>~16M</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>LLFF [20] (static, real)</th>
<th>PSNR ↑</th>
<th>SSIM ↑</th>
<th>Train Time ↓</th>
<th># Params ↓</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ours-explicit</td>
<td>26.78</td>
<td>0.841</td>
<td>33 min</td>
<td>19M</td>
</tr>
<tr>
<td>Ours-hybrid</td>
<td>26.92</td>
<td>0.847</td>
<td>33 min</td>
<td>19M</td>
</tr>
<tr>
<td>Plenoxels</td>
<td>26.29</td>
<td>0.839</td>
<td>24 min</td>
<td>~500M</td>
</tr>
<tr>
<td>TensoRF</td>
<td>26.73</td>
<td>0.839</td>
<td>25 min</td>
<td>45M</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>D-NeRF [27] (dynamic, synthetic)</th>
<th>PSNR ↑</th>
<th>SSIM ↑</th>
<th>Train Time ↓</th>
<th># Params ↓</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ours-explicit</td>
<td>31.05</td>
<td>0.97</td>
<td>52 min</td>
<td>37M</td>
</tr>
<tr>
<td>Ours-hybrid</td>
<td>31.61</td>
<td>0.97</td>
<td>52 min</td>
<td>37M</td>
</tr>
<tr>
<td>D-NeRF</td>
<td>29.67</td>
<td>-</td>
<td>48 hrs</td>
<td>1-3M</td>
</tr>
<tr>
<td>TiNeuVox [8]</td>
<td>32.67</td>
<td>0.97</td>
<td>30 min</td>
<td>~12M</td>
</tr>
<tr>
<td>V4D [10]</td>
<td>33.72</td>
<td>0.98</td>
<td>4.9 hrs</td>
<td>275M</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>DyNeRF [15] (dynamic, real)</th>
<th>PSNR ↑</th>
<th>SSIM ↑</th>
<th>Train Time ↓</th>
<th># Params ↓</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ours-explicit</td>
<td>30.88</td>
<td>0.960</td>
<td>3.7 hrs</td>
<td>51M</td>
</tr>
<tr>
<td>Ours-hybrid</td>
<td>30.15</td>
<td>0.964</td>
<td>1.8 hrs</td>
<td>27M</td>
</tr>
<tr>
<td>DyNeRF</td>
<td>29.58</td>
<td>-</td>
<td>1344 hrs</td>
<td>7M</td>
</tr>
<tr>
<td>LLFF [20]</td>
<td>23.24</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>MixVoxels-L [34]</td>
<td>30.80</td>
<td>0.960</td>
<td>1.3 hrs</td>
<td>125M</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Phototourism [14] (variable appearance)</th>
<th>PSNR ↑</th>
<th>SSIM ↑</th>
<th>Train Time ↓</th>
<th># Params ↓</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ours-explicit</td>
<td>22.25</td>
<td>0.859</td>
<td>35 min</td>
<td>36M</td>
</tr>
<tr>
<td>Ours-hybrid</td>
<td>22.92</td>
<td>0.877</td>
<td>35 min</td>
<td>36M</td>
</tr>
<tr>
<td>NeRF-W [19]</td>
<td>27.00</td>
<td>0.962</td>
<td>384 hrs</td>
<td>~2M</td>
</tr>
<tr>
<td>NeRF-W (public)</td>
<td>19.70</td>
<td>0.764</td>
<td>164 hrs</td>
<td>~2M</td>
</tr>
<tr>
<td>LearnIt [32]</td>
<td>19.26</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

1 DyNeRF and LLFF only report metrics on the flame salmon video (the first 10 seconds); average performance may be higher as this is one of the more challenging videos. 2 Open-source version https://github.com/kwea123/nerf_pl/tree/nerfw where we re-implemented test-time optimization as for k-planes.

Table 3. **Results.** Averaged metrics over all scenes in the respective datasets. Note that Phototourism scenes use MS-SSIM (multiscale structural similarity) instead of SSIM. K-planes timings are based on a single NVIDIA A30 GPU. Please see the appendix for per-scene results and the website for video reconstructions.

Figure 7. **Zoomed qualitative results on scenes from D-NeRF [27].** Visual comparison of k-planes, D-NeRF [27], TiNeuVox [8] and V4D [10], on t-rex (top) and hook (bottom).
Figure 8. **Visualization of a time plane.** The $xt$ plane highlights the dynamic regions in the scene. The wiggly patterns across time correspond to the motion of the person’s hands and cooking tools, in the *flame salmon* scene (left) where only one hand moves and the *cut beef* scene (right) where both hands move.

Figure 9. **Decomposition of space and time.** $K$-planes (left) naturally decomposes a 3D video into static and dynamic components. We render the static part (middle) by setting the time planes to the identity, and the remainder (right) is the dynamic part. Top shows the *flame salmon* multiview video [15] and bottom shows the *jumping jacks* monocular video [27].

cook’s arms contains most of the motion, while in the right side both arms move. Having access to such an explicit representation of time allows us to add time-specific priors.

### 4.3. Variable appearance

Our variable appearance experiments use the Phototourism dataset [14], which includes photos of well-known landmarks taken by tourists with arbitrary view directions, lighting conditions, and transient occluders, mostly other tourists. Our experimental conditions parallel those of NeRF-W [19]: we train on more than a thousand tourist photographs and test on a standard set that is free of transient occluders. Like NeRF-W, we evaluate on test images by optimizing our per-image appearance feature on the left half of the image and computing metrics on the right half. Visual comparison to prior work is shown in the appendix.

Also similar to NeRF-W [4, 19], we can interpolate in the appearance code space. Since only the color decoder (and not the density decoder) takes the appearance code as input, our approach is guaranteed not to change the geometry, regardless of whether we use our explicit or our hybrid model. Fig. 10 shows that our planar decomposition with a 32-dimensional appearance code is sufficient to accurately capture global appearance changes in the scene.

Figure 10. **Appearance interpolation.** Like NeRF-W [19], we can interpolate our appearance code to alter the visual appearance of landmarks. We show three test views from the *Trevi fountain* with appearance codes corresponding to day and night.

### 5. Conclusions

We introduced a simple yet versatile method to decompose a $d$-dimensional space into $\binom{d}{2}$ planes, which can be optimized directly from indirect measurements and scales gracefully in model size and optimization time with increasing dimension, without any custom CUDA kernels. We demonstrated that the proposed $k$-planes decomposition applies naturally to reconstruction of static 3D scenes as well as dynamic 4D videos, and with the addition of a global appearance code can also extend to the more challenging task of unconstrained scene reconstruction. $K$-planes is the first explicit, simple model to demonstrate competitive performance across such varied tasks.
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