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Abstract

Low-light Image Enhancement (LIE) aims at improving
contrast and restoring details for images captured in low-
light conditions. Most of the previous LIE algorithms ad-
just illumination using a single input image with several
handcrafted priors. Those solutions, however, often fail in
revealing image details due to the limited information in
a single image and the poor adaptability of handcrafted
priors. To this end, we propose PairLIE, an unsupervised
approach that learns adaptive priors from low-light im-
age pairs. First, the network is expected to generate the
same clean images as the two inputs share the same im-
age content. To achieve this, we impose the network with
the Retinex theory and make the two reflectance compo-
nents consistent. Second, to assist the Retinex decompo-
sition, we propose to remove inappropriate features in the
raw image with a simple self-supervised mechanism. Ex-
tensive experiments on public datasets show that the pro-
posed PairLIE achieves comparable performance against
the state-of-the-art approaches with a simpler network and
fewer handcrafted priors. Code is available at: https:
//github.com/zhenqifu/PairLIE.

1. Introduction
Images captured under low-light environments always

suffer from multiple distortions, such as low contrast, poor
visibility, and sensor noise. Those low-light images are un-
satisfactory for information transmission because they incur
challenges in human visualization and subsequent computer
vision tasks [25]. To correct contrast, uncover textures, and
remove sensor noise, great efforts have been made in devel-
oping Low-light Image Enhancement (LIE) algorithms in
the past decades [1, 5, 6, 8, 28, 35].
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Figure 1. Comparison between the previous solution (a) and the
proposed method (b) from the aspect of Retinex theory. The key
idea of our method is to learn adaptive priors from low-light image
pairs. As a result, our solution needs fewer handcrafted priors and
the network is more robust. Note that image pairs are only used in
the training phase.

Histogram-based and Retinex-based approaches are two
well-known LIE techniques. The former enhances the con-
trast of an image by redistributing the luminous intensity on
the histogram [3, 14]. The latter decomposes an observed
image I into illumination L and reflectance R via I = L◦R,
where ◦ denotes the element-wise multiplication [6,13,17].
Specifically, the reflectance component R is assumed to be
consistent under different light conditions because R repre-
sents the physical properties of the objects. As the Retinex
theory can well model color perceptions of human vision,
Retinex-based methods have attracted relatively more atten-
tion in the LIE community.

Recent years have witnessed great success in developing
learning-based LIE algorithms. Among these approaches,
most solutions rely on low-light and normal-light image
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pairs [33, 38]. However, collecting high-quality reference
maps in real-world scenarios is time-consuming and expen-
sive [32]. To eliminate the requirement for normal-light im-
ages, unsupervised and zero-shot LIE approaches are pro-
posed. Concretely, the former trains a deep neural network
using a set of collected low-light samples [7, 18], while the
latter only employs the test image itself in the network op-
timization [40, 41]. Due to the absence of reference im-
ages, unsupervised and zero-shot LIE approaches depend
on handcrafted priors to guide network training. Neverthe-
less, due to the complex natural scenes and the limited in-
formation in a single low-light image, it is difficult for those
methods to attain a high-quality result.

To tackle the issues of limited information in a single
low-light image and the poor adaptability of handcrafted
priors, we propose to leverage paired low-light instances to
train the LIE network. The main difference between our so-
lution and previous approaches is illustrated in Fig. 1. Note
that acquiring paired low-light images will complicate the
imaging process since it needs to cope with the misalign-
ment between the two images. Nevertheless, compared with
collecting low-light and normal-light image pairs, our solu-
tion is more practical. Additionally, twice-exposure images
provide useful information for solving the LIE task. As a
result, our solution can reduce the demand for handcrafted
priors and improve the adaptability of the network.

With paired low-light instances, we propose a novel
learning-based LIE method, termed PairLIE. The core in-
sight of our approach is to sufficiently exploit priors from
paired low-light images. Therefore, we consider employing
the Retinex theory and deep learning to decompose low-
light images into illumination and reflectance components.
First, since the two low-light inputs share the same content,
the estimated reflectance components are expected to be
consistent. Second, instead of directly imposing the Retinex
decomposition on original low-light images, we adopt a
simple self-supervised mechanism to remove inappropriate
features and implement the Retinex decomposition on the
optimized image. This can avoid sub-optimal estimations
because the Retinex model has limitations in low-light mod-
eling. As a result, with fewer prior constraints and a simpler
network, the proposed PairLIE achieves competitive perfor-
mance in public LIE datasets. In summary, the contributions
of this paper are as follows:

• We propose a generic LIE solution using paired low-
light images. The network is based on Retinex decom-
position with several novel reference-free losses.

• To achieve an accurate decomposition, we first project
the original image to remove inappropriate features.

• With fewer manually designed priors and a simpler
network, the proposed solution achieves comparable
performance against state-of-the-art methods.

2. Related Work

Over the decades, extensive LIE methods have been pre-
sented, which can be roughly categorized into conventional
approaches and learning-based techniques.

2.1. Conventional Methods

Histogram-based techniques perform light enhancement
by expanding the dynamic range of an image. For exam-
ple, Park et al. [23] separated the dynamic range of the his-
togram into several parts and resized the gray-scale range
based on the area ratio. Arici et al. [1] introduced penalty
terms to avoid the unnatural look and visual artifacts of the
enhanced image. Lee et al. [14] applied the layered differ-
ence representation of 2D histograms to amplify the gray-
level differences between adjacent pixels.

Retinex-based methods first decompose the low-light
image into reflectance and illumination components. Sub-
sequently, those approaches either consider the reflectance
as the enhanced image or adjust the illumination and then
recompose it with reflectance to generate the enhanced re-
sult. Wang et al. [29] proposed a LIE algorithm to promote
naturalness and enhance details for non-uniform illumina-
tion images. Fu et al. [6] used a weighted variational model
to preserve the reflectance with more details. Guo et al. [8]
first estimated the illumination by calculating the maximum
value in R, G, and B channels. Then, they refined the illumi-
nation map by imposing a structure prior. Li et al. [17] im-
proved the performance of LIE by introducing a noise map
in the Retinex model. Xu et al. [34] proposed a texture-
aware Retinex model solved by an alternating optimization
algorithm. Hao et al. [9] presented a novel Retinex-based
LIE method performed in a semi-decoupled way.

2.2. Learning-based Methods

Commonly, learning-based LIE methods rely on paired
low-light and normal-light images. Lore et al. [19] designed
a stacked sparse denoising auto-encoder to enhance low-
light images. The proposed model was trained on synthetic
image pairs. Wei et al. [32] first built a real-world low-
light image enhancement dataset including low-light and
normal-light image pairs. Then, they trained an end-to-end
network in a fully-supervised way. Wang et al. [28] intro-
duced an intermediate illumination map in the network to
associate the low-light input with the expected enhancement
result. Chen et al. [4] collected a dataset of short-exposure
low-light images, with corresponding long-exposure refer-
ence maps. Based on the dataset, the authors developed
a fully-convolutional network for enhancing low-light im-
ages. Zhang et al. [38] proposed a supervised approach
to decompose the low-light image into illumination and re-
flectance components. Wu et al. [33] proposed a Retinex-
based deep unfolding network to promote adaptability and
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Figure 2. The architecture of PairLIE. In the training phase, P-Net is first adopted to remove inappropriate features of the original image.
L-Net and R-Net are then employed to estimate the illumination and reflectance components. Three loss functions are used to guide
the network optimization, including a self-supervised projection loss LP , a reflectance consistency loss LC , and a Retinex loss LR. In
the testing stage, given a low-light image, P-Net, L-Net, and R-Net are used to decompose the input into reflectance and illumination.
Subsequently, PairLIE adjusts the illumination and recomposes it with the reflectance to capture the enhanced image.

efficiency. Xu et al. [35] combined signal-to-noise-ratio-
aware transformers and convolutional networks to enhance
low-light images. Zhang et al. [39] proposed a color-
consistent network to mitigate the color difference between
the enhanced image and ground-truth.

Recently, unsupervised (also known as self-supervised)
networks are developed to eliminate the requirement for ref-
erence images. For example, Zhu et al. [41] proposed a
zero-shot LIE approach that trained a deep network using
the input image itself. Guo et al. [7] proposed a reference-
free LIE approach based on curve estimation. Their net-
work was optimized with a set of non-reference loss func-
tions. Liu et al. [18] proposed a lightweight LIE network by
integrating the unrolling techniques and prior architecture
search strategies. Jiang et al. [12] proposed a LIE method
based on the generative adversarial network and unpaired
training data. Zhao et al. [40] designed a unified zero-
reference network for enhancing low-light images based on
Deep image Prior (DIP) [27]. Jiang et al. [11] presented a
Retinex-based unsupervised decomposition and correction
network for LIE. Ma et al. [22] established a cascaded il-
lumination estimation process to achieve fast, flexible, and
robust LIE in complex scenarios.

3. Proposed Method

We first give the problem definition of using low-light
image pairs for LIE. Then, we detail the pipeline and loss
functions. Finally, we introduce the dataset for training the
proposed network.

3.1. Retinex Model with Paired Low-light Images

According to the Retinex theory, low-light image I can
be decomposed into illumination L and reflectance R as:

I = L ◦R, (1)

where ◦ denotes the element-wise multiplication. Illumina-
tion L describes the light intensity of objects. L should be
piece-wise continuous and textureless. Reflectance R rep-
resents the physical properties of the objects. R should con-
tain textures and details in the observed image. The Retinex
decomposition is highly ill-posed. Various methods have
been proposed to handle this problem [6, 17, 29, 34]. A
generic solution of the Retinex decomposition is to mini-
mize the following energy function:

argmin
L,R

∥L ◦R− I∥2 + λLfL (L) + λRfR (R) , (2)

where fL and fR are prior constraints for L and R, respec-
tively. λL and λR denote the weights. ∥L ◦R− I∥2 is the
data-fidelity term between the input and reconstructed im-
age. To achieve a reasonable decomposition, most of the
LIE approaches focus on introducing assorted prior con-
straints enforced on the two components, such as priors of
structure [17], smooth [32], and bright channel [15, 26].

However, handcrafted priors are commonly not adaptive
enough due to the diverse natural scenes and light condi-
tions. In this paper, instead of exploiting handcrafted pri-
ors for L and R from a single image, we apply paired low-
light images to automatically learn adaptive priors in a data-
driven fashion. Those low-light image pairs share the same
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scene content but different illumination. Mathematically,
Retinex decomposition with low-light image pairs can be
expressed as: {

I1=L1 ◦R
I2=L2 ◦R

, (3)

where I1 and I2 are low-light image pairs, which share the
reflectance component R. Intuitively, Eq. 3 can address the
decomposition better than Eq. 1 because more information
and constraints are introduced.

3.2. Network Structure

The whole pipeline of our method is illustrated in Fig.
2. We use L-Net and R-Net to estimate the illumination
and reflectance components, respectively. L-Net and R-Net
are very similar and simple, both of which contain five con-
volutional layers. The activation function of the first four
convolutional layers is ReLU. L-Net and R-Net end with a
sigmoid layer to normalize the output into [0, 1]. According
to the Retinex theory, the three color channels are assumed
to have the same illumination. Therefore, the output chan-
nel of L-Net is set as 1 while that of R-Net is set as 3. Note
that, this paper does not focus on designing modernistic net-
work structures. In contrast, we aim at providing a generic
solution for LIE under paired low-light instances. In our ex-
periments, we found those simple network already achieves
comparable performance. Apart from L-Net and R-Net, we
introduce P-Net to remove inappropriate features from the
original image. Specifically, the structure of the P-Net is
identical to the R-Net.

In the training phase, the original low-light image pairs
I1 and I2 are first taken into the P-Net, yielding two opti-
mized versions i1 and i2. Then, L-Net and R-Net are ap-
plied to estimate the latent illumination (L1 and L2) and
reflectance (R1 and R2). To optimize the network, three
loss functions are designed in PairLIE. The first is the pro-
jection loss LP that measures the difference between I and
i. The second is the reflectance consistency loss LC cal-
culated based on R1 and R2. The third is the Retinex loss
LR that restricts the decomposed components to satisfy the
Retinex theory. In the testing period, given a low-light im-
age, P-Net, R-Net, and L-Net are applied to calculate the
final enhanced image:

Ien = g(L) ◦R = Lλ ◦R, (4)

where λ is the illumination correction factor, Ien denotes
the enhanced image.

3.3. Projection Loss

Instead of performing the deep Retinex decomposition
on the original low-light image, we propose to first remove
inappropriate features to ensure the input can be accurately

Original Image

Projected Image

Difference Map

Figure 3. Example of projected images and corresponding differ-
ence maps. A smaller value indicates a higher similarity between
the projected and original images.

decomposed by an ideal Retinex model (i.e., Eq. 1). Specif-
ically, we design the following loss to guide projection:

Lp = ∥I1 − i1∥22 , (5)

where i1 refers to the projected image. The loss function
Lp transforms the original image to a specific image that is
more suitable for the Retinex decomposition. Concretely,
this image is expected to be noise free since we do not con-
sider the noise component in the Retinex model. Besides,
some useless features are also discarded in this stage. Our
projection loss can be interpreted from the view of error re-
allocation, which can be expressed as:

argmin
L,R

∥I − L ◦R− ε∥

= argmin
L,R

∥I − i+ i− L ◦R− ε∥

≤ ∥I − i− ε∥+ argmin
L,R

∥i− L ◦R∥ ,

(6)

where ε denotes the error. According to Eq. 6, the goal of
Lp is to move the error from the Retinex decomposition to
the projection stage. Fig. 3 gives an example of the cal-
culated projected image and corresponding difference map.
As can be seen, the projected image is highly similar to the
original one, and sensor noise is removed since it cannot be
formulated by the Retinex model. Note that the projection
loss needs to cooperate with the other constraints to avoid a
trivial solution, i.e., i1 = I1.

3.4. Reflectance Consistency Loss

Reflectance consistency loss LC is calculated based on
low-light image pairs and the Retinex theory. Compared
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with handcrafted priors, LC is more accurate and adap-
tive because it reveals the physical properties of the objects.
Mathematically, LC is formulated as:

LC = ∥R1 −R2∥22 , (7)

where R1 and R2 refer to the reflectance components of
paired low-light images. LC enforces the network to predict
the same reflectance components because low-light image
pairs share the same objects.

Since sensor noise hidden in dark regions will be ampli-
fied when the contrast is improved. To cope with the noise
issue, existing approaches either add a smoothness term on
the estimated reflectance or perform a denoise operation af-
ter the enhancement. In our method, the sensor noise can be
implicitly removed by Eq. 7. This is because the two low-
light images contain independent noise of the same scene.
As discussed in [16], paired noisy images can be leveraged
to train denoising models. This is because noise is random
and different in two images, the deep network cannot fit the
noise in one image to another. In our case, the two low-
light images can help each other to remove noise during
the Retinex decomposition. Therefore, PairLIE does not re-
quire additional handcrafted constraints of noise.

3.5. Retinex Loss

Since PairLIE employs the Retinex theory to decompose
low-light images into illumination and reflectance compo-
nents, some basic constraints of Retinex decomposition are
introduced, which can be formulated as:

LR = ∥R ◦ L− i∥22 + ∥R− i/stopgrad(L)∥22
+ ∥L− L0∥22 + ∥∇L∥1,

(8)

where i denotes the projected image, L0 refers to the ini-
tial estimation of illumination, ∇ represents the horizontal
and vertical gradients. First, the decomposed components
should satisfy the requirement for reconstructing the input
image. Therefore, a reconstruction term ∥R ◦ L− i∥22 is
applied to ensure a reasonable decomposition. Once the il-
lumination is estimated, the reflectance can be calculated
through the pixel-wise division between the low-light image
and its illumination map. Therefore, we additionally add a
term ∥R− i/stopgrad(L)∥22 to guide the decomposition.
Note that we stop the gradient of the illumination to make
the training stable. Different from most existing methods
that use a lot of handcrafted priors, PairLIE only imposes a
smooth term and an initialization term on L. Specifically,
the initialized illumination L0 is calculated via the maxi-
mum of the R, G, and B channels:

L0 = max
c∈{R,G,B}

Ic (x) . (9)
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Figure 4. Statistics concerning sequence length of the collected
data. Most sequences have 2 to 4 low-light images.

3.6. Overall Loss

The overall loss function for training our PairLIE is a
liner combination of each loss:

LAll = w0LP + w1LC + w2LR, (10)

where w0, w1, and w2 denote the weights.

3.7. Training Data Collection

We collect low-light image pairs from SICE (part2) [2]
and LOL (training set) [32], which contain multi-exposure
images. These datasets adopt some specific operators to
deal with the misalignment caused by camera shaking or
object moving. Note that the SICE dataset consists of both
under and over-exposed images. We only select under-
exposure and well-aligned cases for constructing the train-
ing set. As a result, we collect 324 sequences (a total of
1000 low-light images). As shown in Fig. 4, each sequence
includes 2 to 6 samples. In the training phase, we randomly
select two images from each sequence to constitute a pair.

4. Experiments
We first describe implementation details, evaluation

datasets, and performance criteria. Then, we present the
quantitative and qualitative comparisons with state-of-the-
art methods. Finally, we conduct ablative experiments to
validate each component.

4.1. Implementation Details

We implement PairLIE with PyTorch. In the training
phase, we randomly crop images to the size of 128 × 128.
A batch size of 1 is applied. We use ADAM with the ini-
tial learning rate of 1× 10−4 to optimize the network. The
number of training epochs is set to 400. The learning rate is
half-decayed per 100 epochs. The default correction factor
λ is 0.2. In extremely dark cases such as the LOL dataset,
we set λ = 0.14. As for the hyper-parameter w0, w1, and
w2 in Eq. 10, we set w0 = 500, w1 = w2 = 1, empirically.
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Method Type LOL SICE
PSNR↑ SSIM↑ LPIPS↓ DeltaE ↓ PSNR↑ SSIM↑ LPIPS↓ DeltaE ↓

SDD [9] T 13.34 0.637 0.743 21.83 15.35 0.741 0.232 16.08
STAR [34] T 12.91 0.518 0.366 23.46 15.17 0.727 0.246 16.35

MBLLEN [20] S 17.86 0.727 0.225 13.68 13.64 0.632 0.297 18.60
RetinexNet [32] S 17.55 0.648 0.379 12.69 19.89 0.783 0.276 8.715
GLADNet [30] S 19.72 0.680 0.321 12.28 19.98 0.837 0.203 8.947

KinD [38] S 17.65 0.775 0.171 12.49 21.10 0.838 0.195 8.009
DRBN [36] S 16.29 0.551 0.260 13.44 15.58 0.522 0.289 13.78

URetinexNet [33] S 19.84 0.826 0.128 10.65 21.64 0.843 0.192 7.728
ZeroDCE [7] U 14.86 0.559 0.335 18.81 18.69 0.810 0.207 11.93
RRDNet [41] U 11.40 0.457 0.362 26.43 13.28 0.678 0.221 19.64
RUAS [18] U 16.40 0.500 0.270 16.85 13.18 0.734 0.363 16.81

SCI [22] U 14.78 0.522 0.339 19.52 15.95 0.787 0.235 13.71
EnlightenGAN [12] U 17.48 0.651 0.322 14.50 18.73 0.822 0.216 10.42

PairLIE (Ours) U 19.51 0.736 0.248 10.80 21.32 0.840 0.216 7.835

Table 1. Quantitative comparisons with state-of-the-art methods on LOL and SICE datasets. “T”, “S”, and “U” represent “Traditional”,
“Supervised”, and “Unsupervised” methods, respectively. The top three results are marked in bold.

4.2. Datasets and Criteria

As described before, low-light image pairs collected
from SICE and LOL are applied to train PairLIE. We se-
lect another 50 sequences (150 images) from SICE and
use the official evaluation set (15 images) of LOL to mea-
sure the model performance. Since SICE and LOL con-
tains reference images, we employ PSNR, SSIM [31],
LPIPS [37], and DeltaE with CIE2000 standard [24] to
objectively evaluate the performance of each method. A
higher PSNR/SSIM score indicates the result is closer to the
reference. A lower LPIPS/DeltaE value denotes better en-
hancement performance. Furthermore, we adopt the MEF
dataset [21] for visual comparisons.

4.3. Compared Methods

PairLIE is compared with 13 state-of-the-art LIE meth-
ods, which can be divided into the following three cate-
gories: traditional methods (SDD [9], STAR [34]), super-
vised approaches (MBLLEN [20], RetinexNet [32], GALD-
Net [30], KinD [38], DRBN [36], URetinexNet [33]),
and unsupervised methods (Zero-DCE [7], RRDNet [41],
RUAS [18], SCI [22], and EnlightenGAN [12]). Note that
the results of all those methods are reproduced by using the
official codes with recommended parameters.

4.4. Quantitative Comparisons

Tab. 1 lists the quantitative performance of the LOL and
SICE datasets. As can be observed, traditional and unsuper-
vised methods obtain relatively poor results. This is reason-
able because it is difficult to learn an accurate enhancement
model without the reference image. Besides, the perfor-
mance of those solutions is highly dependent on the used

priors. However, hand-crafted features may not be adaptive
enough for assorted light conditions. In Tab. 1, PairLIE
achieves the best performance among the five unsupervised
methods and gets competitive results compared with super-
vised approaches. Since paired low-light images provide
sufficient information for solving the LIE task, PairLIE can
reduce the demand for handcrafted priors. As a result, Pair-
LIE achieves significant performance improvement.

4.5. Visual Comparisons

Fig. 5 illustrates the visual comparisons of different LIE
methods. Our observations are as follows: 1) The proposed
method achieves visually pleasing results in terms of bright-
ness, color, contrast, and naturalness. While other meth-
ods fail to cope with the extreme black light in this case.
2) Although supervised approaches GLADNet, KinD, and
URetinexNet show good performance on LOL and SICE
datasets according to Tab. 1, their generalization ability
may be limited as supervised learning is sensitive to the data
distribution. We further show an example of noise suppres-
sion in Fig. 6. As can be seen, although PairLIE does not in-
troduce any handcrafted priors about the noise, our method
can successfully suppress sensor noise in dark regions and
the result is clear and natural. In contrast, the competitors
either amplify noise or fail in correcting color and contrast,
leading to poor visual quality.

4.6. Decomposition Visualization

We visualize the reflectance and illumination compo-
nents to validate the effectiveness of our method. As shown
in Fig. 7, the reflectance contains rich textures and details
while the illumination is piece-wise continuous and texture-
less, demonstrating PairLIE can accurately decompose the
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ZeroDCE RUAS EnlightenGAN PairLIE (Ours)SCI

Original SDD GLADNet KinD URetinext

Figure 5. Visual comparisons of different LIE methods. SDD [9], RetinexNet [32], GALDNet [30], KinD [38], URetinexNet [33], Zero-
DCE [7], RRDNet [41], RUAS [18], SCI [22], EnlightenGAN [12], and PairLIE (Ours).

Original ZeroDCE RUAS

EnlightenGAN PairLIE (Ours)SCI

Figure 6. Performance comparisons in noise removal. Zoom in for the best view. Zero-DCE [7], RUAS [18], SCI [22], EnlightenGAN [12],
and PairLIE (Ours). Our result is visually satisfactory without obvious noise.

low-light image. We further show the enhancement results
with different correction factors. With the increase of λ, the
image brightness decreases gradually. When λ is larger than
0.4 or smaller than 0.2, the enhanced images show obvious
under/over-enhancement effects. In this work, the default λ
is set as 0.2. Note that users can adjust λ in the testing phase
according to their personal preferences.

4.7. Ablation Studies

We conduct ablation studies under different settings to
understand how each component affects performance. We
have tried the following three variations over the original
PairLIE. 1) Setting A: without LC . 2) Setting B: with-
out LP . 3) Setting C: without prior terms, i.e., removing
∥L− L0∥22 and ∥∇L∥1 from LR.

Tab. 2 and Fig. 8 report the results of our ablation stud-
ies on the LOL dataset. We can observe that our approach
significantly outperforms setting A, which demonstrates the
effectiveness of learning adaptive priors using low-light im-
age pairs. Compared with setting B, PairLIE achieves slight
performance improvement. The results of setting B suggest

that P-Net can assist the Retinex decomposition, but it is not
necessary for stably training the network. To further under-
stand the role of P-Net, we show the reconstruction error
κ in Fig. 9. The blue line denotes the decomposition us-
ing original low-light images, i.e, κ = |L ◦R− I|, while
the orange line refers to the decomposition using projected
images, i.e., κ = |L ◦R− i|. As can be seen, the proposed
method obtains a smaller reconstruction error than the base-
line. Therefore, P-Net can remove inappropriate features
and the output is more suitable for the Retinex decomposi-
tion. The results of Setting C show that when priors terms
are removed, the performance drops significantly. This is
because the Rrtinex decomposition requires some basic pri-
ors to initialize and restrain the illumination.

4.8. Discussions

Acquiring low-light image pairs. Although PairLIE
achieves promising performance with fewer handcrafted
priors and a simpler network, collecting low-light image
pairs is relatively expensive compared with recording a sig-
nal low-light image. This problem can be partly solved by
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Low-light Image Reflectance Illumination

Figure 7. Visualization of the Retinex decomposition. The enhanced results are presented under different correction factors. We set the
default λ as 0.2, but users can adjust the λ according to their preferences.

Setting BPairLIE Setting A Setting CLow-light Image Reference

Figure 8. Visual comparisons of the ablation studies. Setting A: without LC . Setting B: without LP . Setting C: without prior terms. Our
result is visually closer to the reference.

Method PSNR↑ SSIM↑
Setting A 17.70 0.567
Setting B 19.50 0.724
Setting C 14.69 0.684
PairLIE 19.51 0.736

Table 2. Quantitative results of ablation studies on the LOL
dataset. The best results are marked in bold.
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Figure 9. Visualization of the reconstruction error. Baseline refers
to the decomposition with original low-light images.

generating training pairs from a single low-light image. For
example, one can use neighbor masks [10] to generate two
similar low-light images from a degraded observation. Ad-
ditionally, specific recorruption techniques can be leveraged
to capture paired training instances.

Illumination components. PairLIE solves the Retinex
decomposition with paired low-light images. The basic
idea is to generate the same reflectance components since
the reflectance is independent of the light. However, the
relationship between illumination components is not suffi-
ciently exploited in this paper. Illumination plays a critical
role in the Retinex model. Therefore, we believe that Pair-
LIE can be further improved by introducing new constraints
between two illumination maps.

5. Conclusions
This paper proposes PairLIE, a reference-free approach

for low-light image enhancement that benefits from both
Retinex-based and learning-based solutions. By learning
adaptive constraints from low-light image pairs, PairLIE re-
duces the dependence on handcrafted priors and thus gener-
alizes well on various scenes. To assist the decomposition,
PairLIE first removes inappropriate features in the original
image and then implements the decomposition on the opti-
mized image. Extensive experiments on public benchmarks
show that PairLIE outperforms the state-of-the-art unsuper-
vised methods significantly. In future works, we will con-
centrate on exploiting effective priors of illumination in a
data-driven fashion.
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