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Abstract

Owing to well-designed large-scale video-text datasets,
recent years have witnessed tremendous progress in video-
text pre-training. However, existing large-scale video-text
datasets are mostly English-only. Though there are certain
methods studying the Chinese video-text pre-training, they
pre-train their models on private datasets whose videos
and text are unavailable. This lack of large-scale public
datasets and benchmarks in Chinese hampers the research
and downstream applications of Chinese video-text pre-
training. Towards this end, we release and benchmark
CNVid-3.5M, a large-scale public cross-modal dataset con-
taining over 3.5M Chinese video-text pairs. We summarize
our contributions by three verbs, i.e., “Build”, “Filter”,
and “Pre-train”: 1) To build a public Chinese video-text
dataset, we collect over 4.5M videos from the Chinese
websites. 2) To improve the data quality, we propose a novel
method to filter out 1M weakly-paired videos, resulting in
the CNVid-3.5M dataset. And 3) we benchmark CNVid-
3.5M with three mainstream pixel-level pre-training archi-
tectures. At last, we propose the Hard Sample Curriculum
Learning strategy to promote the pre-training performance.
To the best of our knowledge, CNVid-3.5M is the largest
public video-text dataset in Chinese, and we provide the
first pixel-level benchmarks for Chinese video-text pre-
training. The dataset, codebase, and pre-trained models
are available at https://github.com/CNVid/CNVid-3.5M.

1. Introduction
Owing to well-designed large-scale datasets, video-text

pre-training [15, 17, 19] has achieved superior performance
in various downstream tasks, such as video-text retrieval
[4, 10, 36], video question answering [27, 34, 42], and video
captioning [1, 22, 30]. However, recent large-scale video-
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Figure 1. Here presents the motivations of this paper, based on
which we highly summarize our contributions with three verbs:
“Build”, “Filter”, and “Pre-train”.

text datasets are mostly English-only (e.g., Howto100M
[25] and WebVid-2.5M [4]). Though some methods [14,26,
45] turn to study the Chinese video-text pre-training, they
pre-train their models on private datasets whose videos
and text are unavailable. Therefore, the research towards
Chinese video-text pre-training is still in its infancy due to
the lack of large-scale public datasets.

Towards this problem, directly translating English text
into Chinese is a simple solution. However, it may result
in unacceptable performance degradation for two reasons:
1) Translation errors are inevitable. Moreover, since most
of the large-scale video-text datasets employ the Automatic
Speech Recognition (ASR) system to generate text, the
language translator would amplify the error from the incom-
plete and noisy ASR text. And 2) there remains an intrinsic
linguistic gap between English and Chinese. Many widely-
used English idioms and slang can hardly find their Chinese
counterparts, leading some translated text incomprehensible
and even contrary to the original meaning.

In this paper, we aim to release and benchmark a large-
scale public Chinese video-text dataset to facilitate future
researchers and the community. As illustrated in Figure 1,
three verbs could highly summarize our contributions, i.e.,
“Build”, “Filter”, and “Pre-train”.

To build a large-scale Chinese video-text dataset, we
collect over 4.5M videos from Chinese websites. All videos
are associated with user-uploaded titles and ASR text.
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We filter out the weakly-paired data by a novel method
to improve the data quality. As some work [25, 26] pointed
out, the pre-training performance would suffer from the
noisy ASR text that fails to accurately describe the video
content. Unfortunately, the problem is raised with few
practical solutions. Therefore, we employ a well-trained
image-text model to evaluate the video-text consistency
for three reasons: 1) The text information in existing
image-text datasets [11] are usually manually-written titles
or captions, whose consistency is guaranteed. 2) Some
video-text pre-training architectures [23,35] are based upon
image-text ones. And 3) it is cheap and efficient to “hire”
a well-trained model to check millions of videos. In this
way, we filter out about 1M weakly-paired videos based
on the balance between the pre-training performance and
efficiency, deriving the proposed CNVid-3.5M dataset.

We pre-train various models to benchmark our CNVid-
3.5M dataset. Current video-text pre-training methods
could be roughly divided into two categories: 1) feature-
level pre-training methods [24, 33, 40] that employ offline
video and textual feature extractors, and 2) pixel-level ones
[4,15,36] that learn cross-modal representations end-to-end
from raw videos and text. Since there remain domain gaps
between pre-training datasets and frozen feature extrac-
tors, pixel-level pre-training methods usually achieve better
performance and have been widely employed in recent
years. However, existing Chinese video-text pre-training
methods [14, 26, 45] are all feature-level ones pre-trained
on private datasets, limiting their contributions on the
development of Chinese video-text pre-training techniques.
Hence, we adopt three mainstream pixel-level pre-training
frameworks, which are the first pixel-level benchmarks for
Chinese video-text pre-training.

Moreover, we propose the novel Hard Sample Curricu-
lum Learning strategy to promote the pre-training perfor-
mance. Since contrastive learning is a significant compo-
nent in video-text pre-training, some methods [16, 18, 43]
employ the hard sample mining [12,29] strategy to promote
the cross-modal alignment. However, hard sample mining
would bring side effects to pre-training when the model is
far from convergence. Suppose that a model is incapable of
discriminating the ground-truth video-text pairs, recklessly
introducing hard negatives would lead to the sub-optimal
performance. Inspired by the curriculum learning [32, 37]
strategy that “starts small” and gradually “learns hard”, we
combine these two strategies and propose the novel Hard
Sample Curriculum Learning (HSCL). By gradually and
smoothly emphasizing those hard samples, HSCL could
effectively improve the pre-training performance.

Our contributions are summarized in four folds:

• To fill in the blank of large-scale public Chinese video-
text datasets, we collect over 4.5M videos associated
with titles and ASR text from the websites.

• To improve the data quality, we propose a novel
method to filter out 1M weakly-paired videos, result-
ing in the CNVid-3.5M dataset.

• To promote the pre-training performance, we propose
the novel Hard Sample Curriculum Learning strategy
for better cross-modal contrastive learning.

• To the best of our knowledge, the constructed
CNVid-3.5M is the largest public Chinese video-text
dataset. Moreover, we provide the first Chinese
pixel-level benchmarks based on CNVid-3.5M. The
dataset, codebase, and benchmarks are available at
https://github.com/CNVid/CNVid-3.5M.

2. Related Work

Video-Text Pre-training and Fine-Tuning. Video-text
pre-training has attracted increasing interest in recent years,
which could be roughly divided into two categories, feature-
level pre-training methods [24, 33, 40] and pixel-level ones
[15, 17, 35]. The former approaches employ offline visual
and textual features extracted from frozen models, while
the latter ones learn cross-modal representations from raw
videos and text in an end-to-end manner. Since there re-
main domain gaps between pre-training datasets and frozen
feature extractors, pixel-level pre-training methods usually
achieve better performance than the feature-level ones.

There are three mainstream architectures in pixel-level
video-text pre-training methods, i.e., three-encoders-fusion
(3-E-F) [15, 17, 30], two-encoders-fusion (2-E-F) [9], and
twin-towers-crossed (T-T-C) [8, 23, 36]. 3-E-F methods
contain three separate encoders to model visual, textual,
and cross-modal features; 2-E-F methods simplify the 3-
E-F architecture by employing a shared encoder to embed
textual and cross-modal features; while T-T-C methods are
mainly based on the widely-adopted CLIP [28] architecture,
which includes a couple of text and visual encoders to learn
the cross-modal alignment by contrastive learning.

Though the pixel-level paradigm has been widely
adopted recently, existing Chinese video-text models
[14, 26, 45] are all feature-level ones pre-trained on private
datasets. In this work, we provide the first pixel-level
benchmarks pre-trained on our CNVid-3.5M dataset.
Video-Text Dataset. Well-designed large-scale datasets
are a prerequisite for the successful applications of the
“Pre-training & Fine-tuning” paradigm. There exist a few
large-scale public English datasets (e.g., Howto100M [25],
WebVid-2.5M [4]) for video-text pre-training. However,
existing large-scale Chinese video datasets (ALIVOL [14],
Kwai-SVC [26], CREATE [45]) are all private, whose
videos and text are unavailable to the public. Therefore, we
aimed to release a public one to facilitate future researchers.
Hard Sample Mining in Contrastive Learning. Hard
Sample Mining [12, 29] is an effective strategy to promote
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Dataset Name #(Videos) #(Text)
Duration Video

Text Type
Availability

(hours) Source Off-Feat Raw-Vid State
Datasets for Downstream Chinese Video-text Tasks

VATEX [38] 41,269 825,380 115 kinetics-600 Caption
√ √

All-public
BFVD [44] 43,166 43,166 140 E-Commerce Title

√
- Partly-public

FFVD [44] 32,763 32,763 252 E-Commerce Title
√

- Partly-public
CREATE210K [45] 216,303 268,593 1,800 Open Websites Caption - - NOT-public

Kwai-SVC [26] 222,077 143,569 3,500 Open Websites Title & ASR
√

- Partly-public
Datasets for Chinese Video-text Pre-training

ALIVOL-10M [14] 10,300,000 11,000,000 98,801 E-Commerce Title - - NOT-public
Kwai-SVC-11M [26] 11,075,084 3,931,879 177,200 Open Websites Title & ASR - - NOT-public
CREATE-10M [45] 10,000,000 10,000,000 83,000 Open Websites Title - - NOT-public
CNVid-3.5M (ours) 3,508,120 3,508,120 35,414 Open Websites Title & ASR

√ √
All-public

Table 1. Data analysis of CNVid-3.5M and other Chinese video-text datasets. “Off-Feat” and “Raw-Vid” represent whether offline features
and raw videos are available. As far as we know, CNVid-3.5M is the largest public video-text dataset in Chinese.

Title

(User 

Uploaded)

紫薯面包，永远的神！三分钟教程，看了你就会！
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一包紫薯自发粉，加入四
百五十克温水；

揉成光滑不沾手的面团，
揪一块团成球；

A bag of purple potato self-

raising powder, add 450

grams of warm water;

Knead it into a smooth,

non-stick dough, pull a

piece into a ball;

蒸锅上用七大火蒸二十分
钟，再焖五分钟。

Steam over high heat for

20 minutes, then simmer

for 5 minutes;

V
id

eo
 F

ra
m

es
A

S
R

 T
ex

t

Raw Video

ASR

Toolkit

Figure 2. An example of video-text pairs in our CNVid-3.5M
dataset. We present three types of text information: 1) Caption
(manually written), 2) Title (user uploaded), and 3) ASR text.

the performance of contrastive learning. In video-text pre-
training, TACo [43] proposes a cascade sampling method
to construct hard negative examples for better cross-modal
alignment. However, we conjectured that hard sample min-
ing may hinder the video-text pre-training at the beginning,
where the model is far from convergence and could hardly
discriminate the ground-truth video-text pairs. Therefore,
we introduced curriculum learning [32, 37] and proposed
the Hard Sample Curriculum Learning (HSCL) strategy.
HSCL would guide the pre-training procedure from “start-
ing small” gradually to “learning hard”, mitigating the side
effect of conventional hard sample mining methods.

3. The CNVid-3.5M Dataset
To fill in the blank of public Chinese video-text datasets,

we release CNVid-3.5M, a large-scale cross-modal dataset
containing over 3.5M Chinese video-text pairs.

3.1. Dataset Building

We collect raw videos from Douyin *, a popular Chinese
social website, where millions of active users upload vari-
ous types of videos every day. To enrich the data diversity,
we do not limit video categories like HowTo100M [25]
(mainly instructional videos) and cover various topics (e.g.,
food, entertainment, and technology). I.e., we first form
up a set of keywords and then leverage them to search for
videos and corresponding captions. Moreover, we span
the data created time at a range of 3 years and filter the
abnormal ones whose videos could not be played. In this
way, we collect over 4.5M raw videos in Chinese.

Besides, the supplementary material will present more
details about fairness and privacy for safety and ethics.

3.2. Captions, Titles, and ASR Text

As CREATE [45] pointed out, three types of text infor-
mation are widely-employed in current Chinese video-text
datasets. We show an example in Figure 2, based on which
we summarize their characteristics and applications:

1) Captions are manually written by human annotators.
They could accurately describe the video content in a formal
manner. However, obtaining a large number of captions
is extremely expensive. Therefore, captions are mainly
employed in small-scale downstream video-text datasets
like VATEX [38]. Moreover, captions are indeed global
descriptions of the whole videos. Therefore, they could
hardly describe the frame-level information of videos.

2) Titles are written and uploaded by users. Compared
with captions, it is not unfeasible to obtain millions of user-
uploaded titles. However, to increase the attractiveness and
click rate, users may over-polish titles with some “appealing
but redundant” words, which may decrease the video-text
consistency. Similar to captions, titles are video-level

*Official Website: https://www.douyin.com/
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descriptions rather than frame-level ones. Therefore, titles
and captions are mainly employed in feature-level video-
text pre-training methods rather than pixel-level ones.

3) ASR text is obtained by the ASR toolkit. Similar
to titles, it is easy to obtain a large number of ASR text.
However, some ASR text is incomplete, noisy, and even
faulty, which may decrease the pre-training performance.
Besides, ASR text is a frame-level description, which is
widely employed in the pixel-level video-text pre-training.

Following previous methods [25, 26], we collect user-
uploaded titles and obtain the ASR text of each video. Since
we provide both video-level titles and frame-level ASR text,
our dataset could support the video-text pre-training in both
feature-level and pixel-level manner.

3.3. Weakly-paired Data Filtering

As some work [25, 26] has pointed out, some ASR text
may not match with associated videos (e.g., videos have
background music), which would decrease the pre-training
performance. However, the problem is only raised with few
practical solutions. Therefore, we propose a novel weakly-
paired data filtering strategy by leveraging a well-trained
image-text model to automatically evaluate the video-text
consistency for three reasons: 1) The text information in
existing image-text datasets [11, 13] are manually-written
titles or captions, whose quality and consistency are guaran-
teed. 2) Pixel-level pre-training methods [8, 15, 23] usually
sample several frames from raw videos to serve as the
visual input, whose frameworks are closely associated with
image-text pre-trained models. 3) Compared with manually
checking millions of videos, the proposed filtering strategy
remarkably reduces the cost and improves the efficiency.

Specifically, we first pre-train an image-text model on
Wukong-100M [11]. We then leverage it to calculate the
similarity score between videos and ASR text, and filter out
the last 1M videos by their ranks. In this way, we obtain
the CNVid-3.5M dataset, based on which we provide three
mainstream pixel-level pre-training benchmarks.

3.4. Comparison of Dataset Statistics

Table 1 presents the statistics of CNVid-3.5M and other
Chinese video-text datasets. To the best of our knowledge,
CNVid-3.5M is the largest public dataset for Chinese
video-text pre-training, with a total of 3.5M videos that
last for 35.4K hours. Though ALIVOL-10M [14], Kwai-
SVC-11M [26], and CREATE-10M [45] contain more
Chinese videos than ours, yet they do not release raw
videos and text information to the public. Moreover, these
three methods only provide conventional feature-level pre-
trained models, whose performance highly depends on
frozen feature extractors. Towards this end, we provide
the first pixel-level benchmarks based on our CNVid-3.5M
dataset, which would pave the way for future research on

Chinese video-text pre-training.
Moreover, we present additional statistics of our CNVid-

3.5M dataset in the supplementary material, including the
distributions of topics, keywords, video durations, and Part-
of-Speech (POS) tags of the ASR text.

4. Pixel-level Pre-training Paradigm
Since mainstream pixel-level video-text pre-training

methods [17, 23, 35] extract cross-modal representations
from raw data directly, they usually outperform the
conventional feature-level ones [2, 24, 33]. Therefore, we
benchmark our CNVid-3.5M dataset with three mainstream
pixel-level architectures. As illustrated in Figure 3, we
split the pixel-level pre-training process into three steps,
namely: 1) data pre-processing to process raw videos and
text into patches and tokens, 2) model architectures to
generate cross-modal representations, and 3) proxy tasks to
determine overall pre-training objectives.

4.1. Data Pre-processing

Given a mini-batch (denoted as B) of videos {Vi}|B|
i=1

and their corresponding ASR text {Ti}|B|
i=1, pixel-level

pre-training methods would first sparsely (and randomly)
sample Nv frames from each video. We then slice each
frame into patches, obtaining visual patch embeddings
P ∈ RNv∗Np∗d, where Np is the number of sliced
patches, and d is the dimension of the embedding.
Simultaneously, a BERT embedder is employed to
process the text T into fixed-length word embeddings
W = [wcls,w1,w2, · · · ,wNt−1], where W ∈ RNt∗d, Nt

is the length of text tokens.

4.2. Model Architectures

There are three mainstream pixel-level video-text pre-
training architectures, namely three-encoders-fusion [15,
17, 30], two-encoders-fusion [9], and twin-towers-crossed
[8, 23, 36]. We benchmark CNVid-3.5M with these three
pixel-level pre-training architectures.

Three-encoders-fusion (3-E-F) pre-training methods
contain a visual encoder Evis, a text encoder Etxt, and a
cross-modal encoder Emul. After obtaining visual features
V = Evis(P) and textual features T = Etxt(W),
we concatenate these two-modal features into
[T,V] = [tcls, t1, t2, · · · , tNt−1,vcls,v1,v2, · · · ,vNv ].
Following CLIP4Clip [23], we set position embeddings to
zero, and obtain cross-modal features M = Emul([T,V]).
This forwarding process could be formulated as follows:

M = Emul([Etxt(W), Evis(P)]), (1)

where M = [mcls,m1,m2, · · · ,mNt+Nv ], and [·, ·] de-
notes the concatenation operation.
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Figure 3. The pipeline of mainstream pixel-level video-text pre-training methods, which contains three key steps: 1) Data pre-processing, 2)
model architectures, and 3) proxy tasks. Note that we employ three mainstream architectures to enrich pixel-level pre-training benchmarks.

Two-encoders-fusion (2-E-F) pre-training methods
simplify the 3-E-F architecture by employing a shared
BERT-type encoder Ebert to embed textual and cross-
modal features simultaneously. The pipeline of obtaining
textual features T and cross-modal features M could be
formulated as follows:{

T = Ebert(W),

M = Ebert([W, Evis(P)]).
(2)

Twin-towers-crossed (T-T-C) pre-training methods
mainly follow the conventional CLIP [28] architecture.
After obtaining visual and textual features, T-T-C methods
employ contrastive learning to optimize the twin encoders
Evis and Etxt for better cross-modal alignment. Note
that T-T-C methods do not generate cross-modal video
representations like 3-E-F and 2-E-F.

4.3. Proxy Tasks

Proxy tasks are crucial for video-text pre-training as
they directly determine the final optimization objectives.
Following the conventional protocol [4, 15, 43], we adopt
two widely-employed proxy tasks, i.e., Masked Language
Modeling (MLM) and Video-Text Matching (VTM).

MLM first masks out a certain percentage of words
in a given sentence, and then forces the model to restore
these clozes according to visual and textual cues. MLM
is calculated twice for textual features T (L1) and cross-
modal features M (L2) as follows:

L1 =
1

|Q|
∑
q∈Q

LCE(y
q,Θ1(t

q)), (3)

L2 =
1

|Q|
∑
q∈Q

LCE(y
q,Θ2(m

q)), (4)

where Q records the location of masked tokens, | · | denotes
the length of a given set, yq denotes the ground-truth token
label, Θ is a Multi-Layer Perception (MLP), and LCE is the
regular Cross-Entropy cost function.

VTM aims to promote the cross-modal alignment be-
tween videos and text, which is calculated in a parameter-
free (L3) and parameter-employed (L4) way:

L3 = −
|B|∑
i=1

log

∑Nv

k=1 exp
⟨vk

i ,t
cls
i ⟩∑Nv

k=1(exp
⟨vk

i ,t
cls
i ⟩ +

∑
j ̸=i exp

⟨vk
j ,t

cls
i ⟩)

,

(5)

L4 = −
|B|∑
i=1

log
expΘ4(fi,i)

expΘ4(fi,i) +
∑

j ̸=i exp
Θ4(fj,i)

, (6)

where |B| is the length of a mini-batch, ⟨·, ·⟩ denotes the
matrix multiplication operation, and fj,i is global-pooling
cross-modal features of the video-text pair (Vj , Si).

For 3-E-F and 2-E-F models, the objective functions
L3EF /L2EF are calculated as follows:

L3EF (L2EF ) = L1 + L2 + L3 + L4. (7)

While for T-T-C models, since they do not contain
a cross-modal encoder to generate video representations,
their objective function LTTC is calculated as follows:

LTTC = L1 + L3. (8)

4.4. Fine-tuning

In order to thoroughly evaluate the pre-training perfor-
mance, we fine-tune our models on the Text-to-Video Re-
trieval (TVR) task. TVR is a widely-employed downstream
video-text task, aiming to retrieve the most relevant videos
according to text queries. Since there has only one Chi-
nese TVR dataset (VATEX [38]), we translate two widely-
adopted English datasets (MSRVTT [41] and DiDemo [3])
into Chinese to verify the superiority and robustness of the
constructed dataset and proposed methods.

Specifically, we fine-tune our pre-trained models by
reusing Video-Text Matching objectives (L3 in Eq. 5 and
L4 in Eq. 6, we only employ L3 for T-T-C models).
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Figure 4. The pipeline of Hard Sample Curriculum Learning
(HSCL), which contains three components to promote the
performance of video-text pre-training.

5. Hard Sample Curriculum Learning
We propose Hard Sample Curriculum Learning (HSCL),

a model-agnostic strategy to promote the video-text pre-
training performance. HSCL is based on two motivations.
1) The negative samples involved in the calculation of
parameter-employed VTM loss (L4 in Eq. 6) are not
representative. Suppose that the batch size is set to be
Nk, a model needs to process Nk ∗Nk video-text pairs for
calculating L4, whose calculation cost is hardly affordable.
Therefore, previous methods [9, 15, 22] tend to cut the
number of negative samples to N

′

k by random sampling.
However, since N

′

k is usually much smaller than Nk, it
may result in the sub-optimal performance. 2) If a model
is far from convergence, directly introducing hard negative
samples would amplify the burden of learning, which would
decrease the pre-training performance.

Therefore, inspired by hard sample mining and curricu-
lum learning, we propose the HSCL strategy. By leveraging
the similarity score calculated by the parameter-free VTM
loss (L3 in Eq. 5), HSCL could gradually and smoothly
introduce hard samples for better cross-modal alignment.
As illustrated in Figure 4, HSCL contains the following
three key components:

Positive Column Weighting (PCW) aims to decrease
the learning coefficient ϕ of well-learned positive samples,
forcing the model to emphasize those hard positive ones.
Specifically, we re-weigh half of samples within the batch
according to their similarity scores z calculated by L3,
which could be formulated as follows:

zj,i =
1

Nv

Nv∑
k=1

exp⟨v
k
j ,t

cls
i ⟩, (9)

ϕi = Min(
Med(Zdiag)−Min(Zdiag)

zi,i −Min(Zdiag) + e0
, 1.0), (10)

where Zdiag = [z1,1, z2,2, · · · , zi,i, · · · ], Med(·) and
Min(·) represent the median and minimum result of the list,
e0 is a pre-defined coefficient to avoid a zero denominator.

Negative Line Sampling (NLS) aims to sample N
′

k hard
negative examples for better contrastive learning. Specifi-

cally, for each text Tj , we choose the Nearliest N
′

k aligned
negative videos according to their similarity scores in the
list Zj = [zj,1, zj,2, · · · , zj,i, · · · ]. I.e., Pick the minimum
N

′

k samples in the list Z
′

j = {|zj,i − zj,j |}j ̸=i.
Curriculum Learning (CL) aims to mitigate the side

effect of hard sample mining when the model is under
convergence. We set a gradually increasing coefficient
β ∈ (0, 1). β is initialized with zero at the beginning of
pre-training. It will gradually increase by a fixed number
β0 for each Nd iteration until reaching 1.0. For PCW, the
actual coefficient ϕ∗ is calculated as follows:

ϕ∗
i = (1.0− β) + β ∗ ϕi. (11)

For NLS, we first generate a random number rand ∈ (0, 1),
and only perform the NLS step if rand < β. In this
way, the model would conduct conventional pre-training at
the beginning, and smoothly change to learn hard negative
samples to pursue better pre-training performance.

6. Experiments and Benchmarks
6.1. Pre-training Datasets

In Section 3.3, the Chinese image-text model that
helps to filter out the weakly-paired data is pre-trained on
Wukong-100M [11] (100M image-text pairs). The Chinese
video-text models are pre-trained on our CNVid-3.5M
dataset, which contains 3.5M video-text pairs.

To verify the generality of the proposed Hard Sample
Curriculum Learning (HSCL) strategy, we also pre-trained
our models on four large-scale English datasets, they are
1) COCO [20] (0.6M image-text pairs), 2) VG [13] (5.4M
image-text pairs), 3) CC [31] (3.1M image-text pairs), and
4) WebVid-2.5M (2.5M video-text pairs).

6.2. Fine-tuning Datasets

We fine-tuned our pre-trained models on the Text-to-
Video Retrieval (TVR) task, which includes three widely-
adopted datasets as follows: 1) VATEX [38] contains 28K
video clips, and each video is associated with 10 Chinese
and 10 English diverse captions. 2) MSRVTT [41] contains
10K video clips associated with 200K English captions.
Following [15, 22, 43], we used 7K videos for training and
randomly selected 1K videos from the remaining ones for
testing (7K-1K split). 3) DiDemo [3] contains 10K Flickr
videos associated with 40K English captions.

Moreover, for a comprehensive performance evalua-
tion of Chinese video-text pre-trained models, we employ
Google † to translate all captions in MSRVTT and DiDemo
from English to Chinese.
Metrics. We employed Recall@K (R@K, K=1/5/10) and
Median Rank (MdR) to measure the TVR performance.

†Official Website: https://translate.google.com/
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No.
Model Data Masking Matching VATEX (Chinese) MSRVTT (Translated) DiDemo (Translated)
Type Volumn Strategy Strategy R@1/5/10 ↑ (MdR ↓) R@1/5/10 ↑ (MdR ↓) R@1/5/10 ↑ (MdR ↓)

For “Building”: Ablation Study of the constructed CNVid-3.5M dataset
A1 2-E-F No Pre-training 36.4 / 75.4 / 85.2 (2) 15.9 / 42.1 / 54.1 (8) 8.0 / 24.8 / 39.2 (18)
A2 2-E-F 3.5M MLM VTM 39.9 / 77.2 / 87.0 (2) 20.7 / 47.9 / 61.2 (6) 13.3 / 34.6 / 45.9 (13)

For “Filtering”: Ablation Study of Weakly-Paired Data Filtering
B1 2-E-F 4.5M MLM VTM 38.8 / 76.4 / 86.4 (2) 19.4 / 45.6 / 58.6 (6) 10.6 / 32.7 / 45.0 (14)
B2 2-E-F 4.0M MLM VTM 39.5 / 77.0 / 86.5 (2) 19.8 / 47.2 / 60.3 (6) 12.4 / 32.8 / 45.6 (14)
B3 2-E-F 3.5M MLM VTM 39.9 / 77.2 / 87.0 (2) 20.7 / 47.9 / 61.2 (6) 13.3 / 34.6 / 45.9 (13)
B4 2-E-F 3.0M MLM VTM 40.5 / 76.8 / 86.5 (2) 20.6 / 47.3 / 61.3 (6) 12.2 / 34.3 / 45.6 (14)
B5 2-E-F 2.5M MLM VTM 39.5 / 76.6 / 86.9 (2) 20.1 / 47.4 / 60.8 (6) 12.1 / 33.6 / 46.0 (14)

For “Pre-training”: Ablation Study of Hard Sample Curriculum Learning
C1 2-E-F 3.5M MLM VTM 39.9 / 77.2 / 87.0 (2) 20.7 / 47.9 / 61.2 (6) 13.3 / 34.6 / 45.9 (13)
C2 2-E-F 3.5M MLM VTM+HSM 40.7 / 76.8 / 86.9 (2) 21.1 / 47.3 / 60.1 (6) 13.4 / 34.3 / 46.4 (12)
C3 2-E-F 3.5M MLM VTM+HSCL 41.5 / 78.2 / 87.2 (2) 23.3 / 48.0 / 61.2 (6) 13.6 / 34.4 / 47.3 (12)

Table 2. For Chinese video-text pre-training: Ablation study of Weakly-Paired Data Filtering and Hard Sample Curriculum Learning
(HSCL) on the Text-to-Video Retrieval task of three datasets (VATEX-Chinese, MSRVTT-Translated, and DiDemo-Translated). “HSM”
denotes the conventional Hard Sample Mining strategy without curriculum learning. Note that A2, B3, and C1 are the same model.

No.
Pre-training Masking Matching VATEX (English) MSRVTT DiDemo

Dataset Strategy Strategy R@1/5/10 ↑ (MdR ↓) R@1/5/10 ↑ (MdR ↓) R@1/5/10 ↑ (MdR ↓)
D0 No Pre-training 39.5 / 78.3 / 88.6 (2) 19.2 / 46.2 / 59.5 (6) 14.2 / 34.1 / 46.1 (12)

D1 COCO+VG+CC MLM VTM 45.5 / 81.5 / 91.0 (2) 28.6 / 55.5 / 66.1 (4) 25.3 / 50.3 / 62.4 (5)
D2 COCO+VG+CC MLM VTM+HSCL 48.7 / 83.1 / 91.1 (2) 31.6 / 56.5 / 66.7 (4) 27.1 / 53.8 / 63.8 (4)

D3 CC+WebVid MLM VTM 50.5 / 85.6 / 92.5 (1) 29.4 / 56.9 / 68.3 (4) 29.0 / 57.3 / 67.8 (4)
D4 CC+WebVid MLM VTM+HSCL 53.4 / 86.2 / 92.9 (1) 32.6 / 58.8 / 69.7 (3) 29.8 / 58.0 / 68.9 (3)

Table 3. For English video-text pre-training: Ablation study of Hard Sample Curriculum Learning (HSCL) on the Text-to-Video Retrieval
task of three datasets (VATEX-English, MSRVTT, and DiDemo). All models are based on the two-encoders-fusion (2-E-F) architecture.

6.3. Experimental Settings

Settings for Weakly-paired Data Filtering. We pre-
trained the image-text model on the Wukong-100M [11]
dataset, whose pre-training details are presented in the
supplementary material. We then employed the pre-trained
model to obtain the parameter-free video-text consistency
score (zi,i in Eq. 9) of 4.5M video-text pairs. To improve
the reliability, we randomly sampled four frames to calcu-
late the consistency score, and repeated this step for three
times. The final score of each video is the average of three
results calculated under different random seeds. Ultimately,
we sorted the consistency score in descending order, and
filtered out the last 1M videos to refine the dataset.
Settings for Chinese Video-Text Pre-training. For model
architectures, we employed the Video Swin Transformer
[21] to serve as the visual encoder, which is initialized
with parameters pre-trained on ImageNet [6]. The text,
cross-modal, and shared encoders belong to the BERT-Base
[7] model, which are initialized with parameters privdied
by Hugging Face ‡. We sparsely sampled 4 (Nv) frames
from raw videos during pre-training. For the MLM task,
the masking rate is 15%. For the proposed Hard Sample

‡Official Website: https://huggingface.co/bert-base-chinese

Curriculum Learning, the coefficient β would increase by
0.15 (β0) for each 5000 (Nd) iterations until reaching 1.0.

For hyper-parameters, we set the length of text tokens
Nt = 30, and the dimension of the hidden state d = 768.
All models are pre-trained by the Adam optimizer with a
momentum of 0.9. The total pre-training stage lasts for 10
epochs with a batch size of 128. The initial learning rate is
5e-5 and is decayed by the factor of 10 after 5 epochs. The
whole pre-training on CNVid-3.5M takes about 4 days to
complete on 8 NVIDIA V100 GPUs.
Settings for Fine-tuning on Downstream Chinese Video-
text Tasks. The optimizer and hyper-parameters in fine-
tuning remain the same as the pre-training configuration.
The total fine-tuning stage lasts for 25,000 steps. The batch
size is set to 128. The initial learning rate is set to 1e-5.

6.4. Ablation Study

As aforementioned, we summarized our work with three
verbs, i.e., “Build”, “Filter”, and “Pre-train”. To evaluate
the effectiveness of these three contributions, we took the 2-
E-F architecture as an example model in the ablation study.
Ablation Study of “Building”. We compared the perfor-
mance obtained by models with or without pre-training. As
illustrated in Table 2 (A1 vs. A2), models pre-trained on
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No.
Model

Dataset
Pre-training VATEX (Chinese) MSRVTT (Translated) DiDemo (Translated)

Type Strategy R@1/5/10 ↑ (MdR ↓) R@1/5/10 ↑ (MdR ↓) R@1/5/10 ↑ (MdR ↓)
E1 3-E-F CNVid-3.5M MLM+VTM 39.9 / 78.2 / 87.6 (2) 20.6 / 47.1 / 60.0 (6) 13.8 / 34.5 / 46.6 (13)
E2 2-E-F CNVid-3.5M MLM+VTM 39.9 / 77.2 / 87.0 (2) 20.7 / 47.9 / 61.2 (6) 13.3 / 34.6 / 45.9 (13)
E3 T-T-C CNVid-3.5M MLM+VTM 40.5 / 77.3 / 87.0 (2) 21.1 / 46.5 / 58.9 (6) 13.0 / 32.6 / 44.6 (15)

Table 4. We benchmark CNVid-3.5M with three mainstream pixel-level pre-training architectures, which is the first pixel-level benchmarks
for Chinese video-text pre-training.

our CNVid-3.5M dataset (A2) would achieve a remarkable
performance gain compared with those without pre-training
(A1), which demonstrates the effectiveness of building a
large-scale Chinese video-text dataset.
Ablation Study of “Filtering”. We compared the per-
formance obtained by models pre-trained under different
numbers of video-text pairs. For example, “4.5M”, “4.0M”,
and “3.5M” denotes that we employ the 4.5M full set, the
Top-4.0M split set, and the Top-3.5M split set (CNVid-
3.5M) according to the sorted video-text consistency scores
calculated by weakly-paired data filtering. As illustrated in
Table 2 (B1-B5), we have two conclusions as follows:

1) The proposed weakly-paired data filtering strategy
could effectively improve the quality of datasets. The
fine-tuning performance on three downstream datasets first
increases rapidly when filtering out videos with low video-
text consistency scores (B1 → B2 → B3). It would
remain stable (B3 → B4) or drop sightly (B4 → B5) when
continuously removing videos after the Top-3.5M split.

2) In general, employing the Top-3.5M split (B3)
achieves the best performance. The results among all
ablation models (B1-B5) may prove that, for the video-text
pre-training, it is not “more data is better”, but “more
good data is better”. Therefore, we filtered out the last 1M
videos, resulting in the CNVid-3.5M dataset.
Ablation Study of “Pre-training” (HSCL). To prove
the effectiveness of Hard Sample Curriculum Learning
(HSCL), we pre-trained several ablation models on Chinese
video-text datasets (C1-C3 in Table 2) and English ones
(D1-D4 in Table 3). We have two conclusions as follows:

1) HSCL is a model-agnostic strategy, which could
evidently improve the pre-training performance. In Table 2,
compared with the baseline (C1), HSCL (C3) achieves an
improvement of 1.6%, 2.6%, and 0.3% at R@1 of VATEX,
MSRVTT, and DiDemo dataset, respectively. While in
Table 3, HSCL outperforms the baseline by 3.2 / 3.0 / 1.8%
(D1 vs. D2 on COCO+VG+CC) and 2.9 / 3.2 / 0.8% (D3 vs.
D4 on CC+WebVid) at R@1 of three TVR datasets.

2) The proposed Curriculum Learning (CL) strategy in
HSCL could effectively mitigate the side effect of conven-
tional Hard Sample Mining (HSM) when the model is far
from convergence. As illustrated in Table 2 (C1 vs. C2),
models equipped with HSCL perform better than HSM.

Moreover, we present the detailed quantitative analyses
of PCW and NLS in the supplementary material.

6.5. Chinese Video-text Pre-training Benchmarks

Based on the constructed CNVid-3.5M dataset, We pro-
vided the first pixel-level benchmarks for Chinese video-
text pre-training. Following existing video-text pre-training
methods, we adopted three mainstream pixel-level architec-
tures, i.e., three-encoders-fusion (3-E-F) [15, 17, 30], two-
encoders-fusion (2-E-F) [9], and twin-towers-crossed (T-T-
C) [8, 23, 36]. Detailed performance comparisons of three
pixel-level benchmarks are presented in Table 4.

7. Conclusion
In this work, we release the largest public Chinese video-

text dataset, i.e., CNVid-3.5M. Besides, we provide the
first pixel-level benchmarks for Chinese video-text pre-
training. Moreover, we propose a novel weakly-paired data
filtering method to improve the quality of datasets. We also
design a novel Hard Sample Curriculum Learning strategy
to promote the pre-training performance. In conclusion,
we “build”, “filter”, and “pre-train” the large-scale Chinese
video-text dataset. We believe this work would pave the
way for future research on Chinese video-text pre-training.

8. Limitations and Future Work
Address the Difference between English and Chinese.
One potential limitation of our work is that we adopt pixel-
level architectures proved effective in English video-text
pre-training, ignoring the linguistic gap between Chinese
and English. E.g., it may be better to employ the Whole
Word Masking (WWM) [5, 46] strategy rather than the
conventional MLM for Chinese video-text pre-training. We
plan to explore more Chinese-specific methods in the future.
Need More Downstream Chinese Video-Text Datasets.
Though we release a large-scale Chinese video-text dataset,
there still lack some downstream datasets (e.g., MSRVTT
[41], MSVD-QA [39] in English) to comprehensively eval-
uate the performance of Chinese video-text pre-trained
models. Currently, there only exists VATEX [38] for
Chinese cross-modal retrieval and some captioning datasets
[26, 45]. Therefore, building more downstream Chinese
video datasets is a promising future direction.
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