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Abstract

The increasing tendency to collect large and uncurated datasets to train vision-and-language models has raised concerns about fair representations. It is known that even small but manually annotated datasets, such as MSCOCO, are affected by societal bias. This problem, far from being solved, may be getting worse with data crawled from the Internet without much control. In addition, the lack of tools to analyze societal bias in big collections of images makes addressing the problem extremely challenging.

Our first contribution is to annotate part of the Google Conceptual Captions dataset, widely used for training vision-and-language models, with four demographic and two contextual attributes. Our second contribution is to conduct a comprehensive analysis of the annotations, focusing on how different demographic groups are represented. Our last contribution lies in evaluating three prevailing vision-and-language tasks: image captioning, text-image CLIP embeddings, and text-to-image generation, showing that societal bias is a persistent problem in all of them.

https://github.com/noagarcia/phase

1. Introduction

The training paradigm in vision-and-language models has shifted from manually annotated collections, such as MS-COCO [30] and Visual Genome [27], to massive datasets with little-to-none curation automatically crawled from the Internet [17, 42, 43]. Figure 1 illustrates this tendency by comparing the size of paired image-text datasets over time. Whereas manually annotated datasets, widely used in the last decade, contained a few hundred thousand images each, the latest automatically crawled collections are composed of several million samples. This large amount of data has led to training some disruptive models in the field, such as CLIP [37] trained on 400 million image-text pairs; Imagen [41] trained on 860 million image-text pairs; Flamingo [1] trained on 2.3 billion images and short videos paired with text; DALL-E 2 [38] trained on 650 million images; or Stable Diffusion [39], trained on 600 million captioned images. Those models have been shown to learn visual and language representations that outperform the previous state-of-the-art on tasks such as zero-shot classification [37] or text-to-image generation [38, 39].

Despite the impressive results on controlled benchmarks, a critical drawback arises: the larger the training set, the less control over the data. With toxic content easily accessible on the Internet, models trained under uncurated collections are more prone to learn harmful representations of the world, including societal bias, which results in models performing differently for different sociodemographic groups [57]. The risk of obtaining unfair representations is high, as not only do models trained on biased datasets learn to reproduce bias but also amplify it by making predictions more biased than the original data [22, 53, 56]. This turns out to be harmful when, far from controlled research environments, models are used in the real-world [10].

Manually annotated datasets [16, 30] have been shown to be affected by societal bias [21, 32, 60, 61], but the problem gets worse in automatically crawled datasets [8, 9]. To overcome societal bias, fairness protocols must be included both in the dataset and in the model development phase. Data analysis [8, 9, 21, 32, 52, 58], evaluation metrics [22, 40, 53],
Table 1. Image-text datasets with annotations for bias detection.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Image source</th>
<th>Annotation process</th>
<th>Labels</th>
<th>Images</th>
<th>Regions</th>
<th>Attributes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zhao et al. [61]</td>
<td>MSCOCO [30]</td>
<td>automatic (captions)</td>
<td>image</td>
<td>33,889</td>
<td>-</td>
<td>gender</td>
</tr>
<tr>
<td>Zhao et al. [60]</td>
<td>MSCOCO [30] (val)</td>
<td>crowd-sourcing</td>
<td>region</td>
<td>15,762</td>
<td>28,315</td>
<td>gender, skin-tone</td>
</tr>
<tr>
<td>PHASE</td>
<td>GCC [43]</td>
<td>crowd-sourcing</td>
<td>region</td>
<td>18,889</td>
<td>35,347</td>
<td>age, gender, skin-tone, ethnicity, emotion, activity</td>
</tr>
</tbody>
</table>

and mitigation techniques [5, 11, 23, 54] are essential tools for developing fairer models, however, they require demographic attributes, such as gender or skin-tone, to be available. These annotations are currently scarce, and only exist for a few datasets and attributes [60, 61].

In this paper, we contribute to the analysis, evaluation, and mitigation of bias in vision-and-language tasks by annotating six types of demographic\(^1\) and contextual\(^2\) attributes in a large dataset: the Google Conceptual Captions (GCC) [43], which was one of the first automatically crawled datasets with 3.3 million image-caption pairs. We name our annotations PHASE (Perceived Human Annotations for Social Evaluation), and we use them to conduct a comprehensive analysis of the distribution of demographic attributes on the GCC dataset. We complement our findings with experiments on three main vision-and-language tasks: image captioning, text-image embeddings, and text-to-image generation. Overall, we found that a dataset crawled from the internet like GCC presents big imbalances on all the demographic attributes under analysis. Moreover, when compared against the demographic annotations in MSCOCO by Zhao et al. [60], GCC has bigger representation gaps in gender and skin-tone. As for the downstream tasks, the three of them show evidence of different performance for different demographic groups.

2. Related work

Bias in vision-and-language Vision-and-language are a set of tasks that deal with data in image and text format. This includes image captioning [50], visual question answering [4], or visual grounding [36]. In terms of societal bias, Burns et al. [11] showed that captions in the standard MSCOCO dataset [13] were gender imbalanced, and proposed an equalizer to mitigate the problem. Since then, gender bias has been found not only in image captioning [2, 22, 46, 51] but also in text-to-image search [54], pretrained vision-and-language models [5, 44], multimodal embeddings [40], visual question answering [21], and multimodal datasets [9]. Zhao et al. [60] showed that gender is not the only attribute affected by bias; skin-tone also contributes to getting differences in captions. As the problem is far from being solved, tools to study and mitigate models’ different demographic representations are essential.

Bias detection datasets Annotations for studying societal bias in vision-and-language tasks are scarce. Without enough data, it is unfeasible to analyze and propose solutions to overcome the problem. Previous work [60, 61] annotated samples from the MSCOCO dataset [30] with the perceived attributes of the people in the images. First, [61] automatically assigned a binary gender class to images by using the gender words from the captions, excluding images whose captions contained multiple genders. Alternatively, [60] annotated gender and skin-tone via crowd-sourcing. In this case, the annotations were conducted at the person-level, as opposed to the whole image, allowing images with multiple people to have multiple annotations. To increase diversity in images other than MSCOCO and attributes other than gender and skin-tone, we annotate PHASE from GCC with six attributes, four demographic and two contextual. Image-text datasets with annotations for bias detection are summarised in Table 1.

3. PHASE \(\diamond\) annotations

Manually annotating demographic attributes from images poses many challenges, as discussed in detail in [3]. The attributes perceived by external observers may not correspond with the real attributes of the annotated person. Moreover, the definition of some attributes, such as the ones related to race or ethnicity, is ambiguous and subjective [20]. Even so, demographic annotations are essential to measuring how imbalanced a dataset or a model’s output is. We attempt to mitigate those problems by first, clari-
fying to both annotators and potential users that the annotations do not correspond to real attributes, but perceived ones; and second, mitigating the effects of subjectivity by collecting multiple annotations per sample, using two race-related attributes instead of one, and sharing the attributes of the anonymized annotators for uncovering potential correlations between annotators background and their perception.

3.1. Image source

The GCC dataset [43] contains about 3.3 million samples from the Internet paired with alt-text captions. Originally, images were filtered to remove pornography while captions were post-processed to transform named-entities into hy-pernyms, e.g. Harrison Ford → actor. Other than that, no filters were applied to remove toxicity or balance the representations. Due to its large size, GCC has been used for pre-training several vision-and-language models, including ViLBERT [31], VL-BERT [45], Unicoder-VL [28], UNITER [14], OSCAR [29], or ERNIE-VL [59]. This makes it an ideal testbed for studying how the representation of different demographic attributes affects downstream tasks.

3.2. Attributes

Following [60], we annotate people in images via crowd-sourcing. Details on the annotation process are provided in Section 3.3. For each person, we use Amazon Mechanical Turk3 (AMT) to get four demographic and two contextual attributes. With up to six attributes per person, our goal is to analyze bias from an intersectional perspective.

Demographic attributes We denote demographic attributes as characteristics of people that are intrinsic to their being and cannot be easily changed. We annotate four attributes with the following categorization:4

- **Age** with five classes: Baby (0-2 years-old), Child (3-14 years-old), Young adult (15-29 years-old), Adult (30-64 years-old), Senior (65 years-old or more).
- **Gender** with two classes: Man and Woman.
- **Skin-tone** with six types, Type 1 to Type 6, according to the Fitzpatrick scale [18].
- **Ethnicity** with eight classes from the FairFace dataset [26]: Black, East Asian, Indian, Latino, Middle Eastern, Southeast Asian, White plus an extra Other class.

Contextual attributes We denote contextual attributes as temporary states captured in an image. We annotate two:

- **Emotion** with five classes: Happiness, Sadness, Fear, Anger, Neutral.
- **Activity** with ten groups adapted from the ActivityNet taxonomy [12] to fit static images: Helping and

![Figure 2. Annotation process. In the region selection part, regions with people are detected and filtered. In the crowd-sourcing part, the selected regions are annotated in three rounds.](image-url)

All the attributes also include an unsure class.

3.3. Annotation process

Due to the large size of the GCC dataset, we annotate all the validation set (4, 614 images with people) and a random subset of the training set (14, 275 images with people). The annotation process5 consists of two parts, region selection and crowd-sourcing, summarized in Figure 2.

Region selection Unlike MSCOCO, GCC does not have object region annotations. There are machine-generated labels for a subset of the training images. We do not rely on these labels, as they are not associated with bounding boxes and are not available for the validation set. Instead, we conduct a region selection process semi-automatically in two phases. In the first phase, we run the object detector YOLOv5 [25] to detect regions with objects. For each detected region, YOLOv5 returns an object class, a confidence score, and a bounding box. We keep regions whose object label is person, the confidence score is higher than 0.35, and the pixel area is larger than 5,000. As the detected regions are relatively noisy, in the second phase, we conduct a manual verification. We discard regions without a person, depicting multiple people, or not photographs.

Crowd-sourcing The selected regions are annotated via AMT crowd-sourcing in three rounds. In the first round, we collect the demographic attributes of age and gender. In the second round, the ones related to race, i.e. skin-tone and ethnicity. Lastly, we collect the contextual attributes of emotion and activity. Splitting the annotation process into different rounds allows us to have better control of the quality.

---

3https://www.mturk.com/

4Demographic categorization systems cannot represent all the different identities, and thus, it should only be seen as a rough and non-inclusive approximation to different social groups in order to analyze disparities.

5Annotation process approved by the Institutional Review Board (IRB).
For the first two rounds, we expose workers to the cropped regions, to avoid the context being used to predict demographic attributes [6]. For the last round, as the context is essential, we show workers the full image with a bounding box around the person of interest. We ask them to select the perceived attributes from a given list. For all rounds, three different workers annotate each region. To ensure quality, we conduct random verifications of the annotated samples.

Workers must fulfill three conditions: 1) to be Masters, which is a qualification granted by the platform to workers with high-quality work, 2) to agree to a consent form as per our Institutional Review Board approval, and 3) to conduct a survey for collecting workers’ demographics. As the perception of attributes may be affected by the own workers’ attributes [15], we anonymize workers’ survey and release it with the rest of the annotations.

### 4. Annotator statistics

**Annotator demographics** The workers’ survey has the following questions: age as an input text box; gender as a multiple choice form with options man, woman, non-binary, others; nationality as an input text box; and skin-tone type as a multiple choice form with six options according to the Fitzpatrick scale. Statistics are shown in Figure 3. In total, 84 workers answered the survey. From these, 9.5% reported to be less than 30 year-old, 88.1% between 30 and 64 year-old, and 2.4% more than 65 year-old. With respect to gender, 42.9% workers reported to be women, and 57.1% men, with no other genders reported. Skin-tone is predominantly light (Types 1, 2, and 3), with only 14.3% skin-tone Types 4, 5, or 6. Most of the workers are from the United States of America (73.8%) followed by India (20.2%). Other nationalities include Brazil, the United Kingdom, Europe, and China, with a worker each.

**Inter-annotator agreement** We measure to what extent attributes are equally perceived by different people by computing the inter-annotator agreement. We use two metrics: a consensus ratio and the Fleiss’ kappa [19]. Consensus ratio, $n+$, indicates the percentage of regions in which $n$ or more workers give the same class, and Fleiss’ kappa, $\kappa$, measures whether the annotations agree with a probability above chance. Results are in Table 2. According to $\kappa$, gender has an almost perfect agreement, with 92.5% of the regions with a consensus of three workers. Activity shows a substantial agreement, whereas age and ethnicity have a moderate agreement. Considering that ethnicity is known to be a subjective attribute [20], the relatively high agreement may be due to workers having a similar background (e.g., most workers are from the United States of America). In contrast, skin-tone and emotion have the lowest agreement $(\kappa \leq 0)$. Note that skin-tone can be affected by image illumination and the annotator’s own perception of color, making consecutive skin-tone types (e.g., Type 2 and Type 3) difficult to distinguish. Thus, we additionally check agreement in binary skin-tone classification, i.e., lighter skin-tone (Types 1, 2, 3) and darker skin-tone (Types 4, 5, 6). $\kappa$ increases from 0.24 (fair) to 0.59 (moderate), so from now on we preferably use binary skin-tone unless otherwise stated.

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Labels</th>
<th>$3+$</th>
<th>$2+$</th>
<th>$\kappa$</th>
<th>Agreement</th>
</tr>
</thead>
<tbody>
<tr>
<td>age</td>
<td>5+1</td>
<td>48.8</td>
<td>97.2</td>
<td>0.44</td>
<td>moderate</td>
</tr>
<tr>
<td>gender</td>
<td>2+1</td>
<td>92.5</td>
<td>96.6</td>
<td>0.89</td>
<td>almost perfect</td>
</tr>
<tr>
<td>skin-tone</td>
<td>6+1</td>
<td>27.1</td>
<td>86.3</td>
<td>0.24</td>
<td>fair</td>
</tr>
<tr>
<td>skin-tone (binary)</td>
<td>2+1</td>
<td>80.0</td>
<td>99.4</td>
<td>0.59</td>
<td>moderate</td>
</tr>
<tr>
<td>ethnicity</td>
<td>8+1</td>
<td>50.9</td>
<td>90.1</td>
<td>0.41</td>
<td>moderate</td>
</tr>
<tr>
<td>emotion</td>
<td>5+1</td>
<td>46.5</td>
<td>94.2</td>
<td>0.37</td>
<td>fair</td>
</tr>
<tr>
<td>activity</td>
<td>11+1</td>
<td>61.8</td>
<td>95.3</td>
<td>0.65</td>
<td>substantial</td>
</tr>
</tbody>
</table>

Figure 3. Statistics on workers’ self-reported attributes. From left to right: skin-tone type pie chart, gender identity pie chart, age histogram with bin width of 5 years, and nationality map.
5. PHASE o analysis

We annotated the whole validation set and a random portion of the training set. We downloaded 13,501 and 2,099,769 validation and training images, respectively; from those, 5,668 and 498,006 validation and training images had detected human regions by YOLOv5; from those, all the validation (5,668) and a random subset of the training images (17,147), were annotated; only 4,614 and 14,275 validation and training images passed the manual verification and their human-detected regions were annotated with the six demographic and contextual attributes. Overall, 35,347 regions were annotated: 8,833 in the validation set and 26,514 in the training set.

We publicly share the data in two formats: raw, in which each region has up to three annotations, and region-level, in which each region is assigned to a class by majority vote. If there is no consensus, the region is labeled as disagreement.

Attribute analysis Full statistics per attribute and class are reported in the supplementary material. Overall, all the attributes are imbalanced, with one or two predominant classes per attribute. For age, the predominant class is adult, appearing in 45.6% of the region-level annotations, while for gender, the gap between man (63.6%) and woman (35.1%) is 28.5 points. The gap is bigger in skin-tone and ethnicity: skin-tone Type 2 is annotated in 47.1% of the regions, while Types 4, 5, and 6 together only in 17.5%. Similarly, in ethnicity, White class is over-represented with 62.5% regions, while the rest of the classes appear from 0.6% to 10% regions each. When conducting an intersectional analysis, big differences arise. For example, the classes man and White appear together in 13,651 regions, whereas woman and Black in only 823.

As per the contextual attributes, the most represented emotion is neutral (47.1%) followed by happy (35.7%), whereas negative-associated emotions (sad, fear, anger) are just 2.33% in total. For activity, the most common classes are posing (28.6%) and other (20.5%).

Gender and context We cross-check gender with contextual attributes. Region-level emotion statistics per gender are shown in Figure 4, where it can be seen that women tend to appear Happy whereas men tend to appear Neutral. This aligns with the gender stereotyping of emotions, which is a well-documented phenomenon in psychology [35]. We also detect disparities in activities per gender, especially in the classes posing and sports: in woman regions, there are 42.8% posing and 5.1% sports annotations, while in man regions, 21% are posing and 26.9% are sports.

GCC vs MSCOCO We compare gender and skin-tone annotations in GCC against the annotations in MSCOCO by Zhao et al. [60]. In MSCOCO, gender was reported as 47.4% man regions and 23.7% woman regions, which is a gap of 23.7 points, smaller than the 28.5 points gap in GCC. With respect to skin-tone, the gap in MSCOCO between lighter skin-tone (Types 1, 2, and 3) and darker skin-tone (Types 4, 5, and 6) was reported to be 52.9 (from 61% to 8.1%), whereas the gap in GCC is 64 (from 79.7% to 15.7%). This shows that GCC, an automatically crawled dataset, is more unbalanced than MSCOCO, a manually annotated dataset, both in gender and skin-tone attributes.

Region analysis We analyze how the regions of the different demographic classes are presented in the GCC dataset. In particular, in Figure 5, we show an average of the area and the distance to the image center per class. The most noticeable disparities are in the attribute age, with senior and baby being the larger regions from all the classes and child the smaller. The class baby also tends to be more centered than people in other ages. In contrast, gender regions do not present big differences in size and position. With respect to skin-tone and ethnicity, the area for lighter class is bigger than for darker skin-tone, whereas ethnicity presents a large variance, with the Southeast Asian class being the most far away from the center and the White class the largest one.
6. Downstream bias evaluation

With PHASE annotations we can evaluate societal bias in vision-and-language tasks. We explore image captioning, text-image embeddings, and text-to-image generation.

**Image annotations** The annotations in PHASE correspond to regions, but the three tasks analyzed in this section use the full image as a whole. To deal with this discrepancy, we transform the region-level annotations into image-level annotations. To that end, we only use images in which all the region-level annotations belong to the same class. For example, an image is labeled as woman if all the region-level annotations of gender are woman. Images containing different classes for a specific attribute are not used. Note that this approach is not unique and other methods can be used according to the type of evaluation to be conducted.

In addition, to deal with the low number of annotations, we merge baby and child into a single class baby & child.

### 6.1. Image captioning

Image captioning is one of the reference tasks in vision-and-language research. Given an image, a captioning model generates a sentence describing its contents. Multiple image captioning models trained on the MSCOCO dataset have been shown to be biased with respect to gender [11] and skin-tone [60]. In this section, we evaluate two of the latest models trained on GCC, OFA [55] and ClipCap [33], in the four demographic attributes in our annotations. While OFA is a state-of-the-art model based on vision-and-language Transformers [48], ClipCap leverages CLIP embeddings [37], which are also analyzed in terms of bias in the next section.

**Metrics** We evaluate image captioning models on societal bias and bias amplification with LIC\_M and LIC metrics [22], respectively. LIC\_M corresponds to the accuracy of a caption classifier that predicts the class of a demographic attribute after masking class-revealing words.\(^6\) If the caption classifier is more accurate than random chance, it means that captions of people from different classes are semantically different. The classifier is trained 10 times with different random seeds, and results are reported as average and standard deviation. On the other hand, LIC = LIC\_M − LIC\_D measures bias amplification by comparing the accuracy of the caption classifier trained on the human captions, LIC\_D, against the model-generated captions, LIC\_M. If LIC > 0, the generated captions are more biased than the original ones and the model amplifies the bias.

Additionally, for the gender attribute, we compute Error [11], which measures the percentage of captions in which gender is misclassified. Error can only be computed if attributes are explicitly mentioned in the generated captions, which is the case for gender, but not for e.g. skin-tone.

**Results** Results are shown in Table 3. Both OFA and ClipCap have a LIC\_M score well above the unbiased case for the four attributes. When trained on GCC, except OFA in skin-tone, both models amplify bias with respect to the original dataset. This highlights the urgency of incorporating bias mitigation techniques, such as the model-agnostic method in [23]. Although age is an attribute that is not often analyzed, results show that it is the one with the highest bias, both on LIC\_M and LIC metrics. This highlights the urgency to consider age in representation fairness. Results on gender and skin-tone also reveal important biases in the models’ outputs, while the large standard deviation in ethnicity, which may be due to the higher number of classes (7) and the smaller number of samples per class (64), makes it difficult to extract reliable conclusions.

### 6.2. Text-image CLIP embeddings

Next, we evaluate the performance of pre-trained text-image CLIP embeddings [37] for the different demographic attributes. CLIP is a dual architecture with a text encoder and an image encoder that learns image and text embeddings by predicting matching pairs. Due to the large amount of data used for training (400 million image-text pairs), the two encoders learn the correspondences of high-level semantics in the language and the visual modalities. The goal of our evaluation is to check whether the demographic attributes of people in the images have an impact on the accuracy of the embeddings. To conduct this evaluation, we ex-

---

\(^6\)Gender-revealing words: actor, actress, aunt, boy, boyfriend, brother, chairman, chairwoman, cowboy, daughter, dude, emperor, father, female, gentleman, girl, girlfriend, guy, he, her, hers, herself, him, himself, his, husband, lady, male, man, mother, policeman, policewoman, pregnant, prince, princess, queen, king, she, sister, son, uncle, waiter, waitess, wife, woman (and their plurals).

\(^7\)Age-revealing words: adult, aged, baby, child, elderly, infant, kid, teenager, toddler, young (and their plurals).
Table 4. CLIP embeddings evaluation on PHASE validation set.

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Samples</th>
<th>R@1</th>
<th>R@5</th>
<th>R@10</th>
</tr>
</thead>
<tbody>
<tr>
<td>age</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>baby &amp; child</td>
<td>350</td>
<td>44.0</td>
<td>65.4</td>
<td>74.0</td>
</tr>
<tr>
<td>young</td>
<td>1,349</td>
<td>30.4</td>
<td>51.3</td>
<td>60.9</td>
</tr>
<tr>
<td>adult</td>
<td>1,509</td>
<td>27.3</td>
<td>46.7</td>
<td>55.9</td>
</tr>
<tr>
<td>senior</td>
<td>128</td>
<td>44.5</td>
<td>64.1</td>
<td>71.1</td>
</tr>
<tr>
<td>gender</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>man</td>
<td>1,950</td>
<td>32.0</td>
<td>53.2</td>
<td>63.1</td>
</tr>
<tr>
<td>woman</td>
<td>1,617</td>
<td>30.6</td>
<td>49.8</td>
<td>59.1</td>
</tr>
<tr>
<td>skin-tone</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>lighter</td>
<td>3,166</td>
<td>30.2</td>
<td>50.6</td>
<td>59.9</td>
</tr>
<tr>
<td>darker</td>
<td>318</td>
<td>31.1</td>
<td>54.1</td>
<td>62.3</td>
</tr>
<tr>
<td>ethnicity</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Black</td>
<td>194</td>
<td>29.4</td>
<td>51.5</td>
<td>58.8</td>
</tr>
<tr>
<td>East Asian</td>
<td>58</td>
<td>34.8</td>
<td>56.9</td>
<td>63.8</td>
</tr>
<tr>
<td>Indian</td>
<td>90</td>
<td>34.4</td>
<td>61.1</td>
<td>68.9</td>
</tr>
<tr>
<td>Latino</td>
<td>28</td>
<td>21.4</td>
<td>39.3</td>
<td>50.0</td>
</tr>
<tr>
<td>Middle Eastern</td>
<td>16</td>
<td>31.3</td>
<td>62.5</td>
<td>75.0</td>
</tr>
<tr>
<td>Southeast Asian</td>
<td>16</td>
<td>31.3</td>
<td>37.5</td>
<td>56.3</td>
</tr>
<tr>
<td>White</td>
<td>2,231</td>
<td>30.6</td>
<td>50.6</td>
<td>59.5</td>
</tr>
</tbody>
</table>

- For skin-tone, darker has higher R@k than lighter. This may be explained by the language bias, a documented phenomenon in which skin-tone descriptions are usually omitted for lighter but not for darker skin-tones [34, 47, 60].
- Ethnicity is not consistent. For R@1, the highest classes are Eastern Asian and Indian, but for R@5 and R@10 is Middle Eastern. The lowest classes are Latino, Southeast Asian, and Black. The lack of consistency, together with the low inter-annotator agreement (Section 4), shows that ethnicity annotations are highly subjective.
- More samples do not ensure a better recall, which means that the number of samples is not the (only) source for difference in performance. For example, in age, although adult and young classes are the most common, their performance is the worst. The same happens in skin-tone; despite the predominance of lighter, R@k is higher for darker samples. In contrast, in gender, man outperforms woman both in the number of samples and in R@k.

6.3. Text-to-image generation

Lastly, we analyze the demographic representation on Stable Diffusion [39], one of the latest text-to-image generation models. Text-to-image generation, which can be seen as the reverse operation of image captioning, consists on creating an image from a text sentence, also known as prompt. In particular, Stable Diffusion relies on pre-trained CLIP embeddings and Diffusion Models [24] to generate an image in the latent space whose embedding is close to the input prompt embedding. In our evaluation, we use the 4,614 captions in the validation set as prompts to generate an image per caption. We use the demographic annotations of the original images associated with the captions to study Stable Diffusion representations.

Metrics The official code for Stable Diffusion v1.4 includes a Safety Checker module that raises a flag when the generated images are considered to be NSFW. The module is pre-trained and used off-the-shelf by the community. We check whether there are patterns in the output of the Safety Checker according to the demographic attributes of the input caption. Additionally, we compare the demographics of the generated images against the demographics of the original images associated with the captions.

Results Out of 4,614 generated images, 36 are flagged as unsafe by the Safety Checker module. From these, we do not find prominent differences between the distribution of classes in the original images and the unsafe images for age, skin-tone, and ethnicity attributes. We do find, however, the distribution of gender unusual: despite woman only being 35.04% validation images, it raises 51.61% unsafe images.

\[\text{https://github.com/CompVis/stable-diffusion}\]

\[\text{Not safe for work, a tag commonly used for pornographic, violent, or otherwise inappropriate content.}\]
This indicates that gender, especially woman, has an important contribution to the Safety Checker. With the current experiments, we cannot clarify whether this is due to Stable Diffusion being more prone to generate NSFW images from prompts from women images, or due to the Safety Checker being more prone to detect NSFW in woman-generated images. A table with the results can be found in the supplementary material. Additionally, in Figure 6, we show some examples of Stable Diffusion generated images and compare them against the original images in GCC. We observe that when the prompt refers to people in a neutral language (e.g., person), the generated images tend to represent White men. To verify this observation, we manually annotate 100 generated images. For neutral language prompts, we observe 47.4% men vs. 35.5% women; and 54.0% lighter vs. 26.6% darker skin-tone. These results are consistent with concurrent work on text-to-image generation bias [7].

7. Limitations
Although we argued that demographic annotations are necessary to address societal bias in vision-and-language models, we acknowledge that they pose some risks.

Perceived attributes The annotations are conducted by external observers, meaning they reflect perceived attributes. Perceived attributes may not correspond to the real person’s attributes. As per dataset construction, GCC in this case but computer vision datasets in general, it is not possible to ask people depicted in the images about their self-perceived attributes. Annotations should not be considered real, objective, or trustworthy labels, but an approximation of how observers classify people in images.

Subjectivity The annotations are subjective and not universal. Many demographic attributes, especially the ones related to race, ethnicity, or emotion, have different classification systems according to different contexts and cultures.

Malicious uses The intended use of the annotations is for research on societal bias and fairness. Although we cannot control who, when, and how will use the annotations once they are publicly available, the use for malicious applications is strictly prohibited.

8. Conclusion
We studied social bias in large and uncurated vision-and-language datasets. Specifically, we annotated part of the GCC dataset with four demographic and two contextual attributes. With annotations on age, gender, skin-tone, ethnicity, emotion, and activity, we conducted a comprehensive analysis of the representation diversity of the dataset. We found all six attributes to be highly unbalanced. When compared against manually annotated datasets such as MSCOCO, GCC presented bigger gaps in gender and skin-tone, with an overrepresentation of man and lighter skin-tones. Additionally, we evaluated three downstream tasks: image captioning, image-text CLIP embeddings, and text-to-image generation. In all the tasks, we found differences in performance for images in different demographic classes, highlighting the need for resources and solutions.10
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