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Abstract

Monocular 3D human pose estimation is quite challenging due to the inherent ambiguity and occlusion, which often lead to high uncertainty and indeterminacy. On the other hand, diffusion models have recently emerged as an effective tool for generating high-quality images from noise. Inspired by their capability, we explore a novel pose estimation framework (DiffPose) that formulates 3D pose estimation as a reverse diffusion process. We incorporate novel designs into our DiffPose to facilitate the diffusion process for 3D pose estimation: a pose-specific initialization of pose uncertainty distributions, a Gaussian Mixture Model-based forward diffusion process, and a context-conditioned reverse diffusion process. Our proposed DiffPose significantly outperforms existing methods on the widely used pose estimation benchmarks Human3.6M and MPI-INF-3DHP. Project page: https://gongjia0208.github.io/DiffPose/

1. Introduction

3D human pose estimation, which aims to predict the 3D coordinates of human joints from images or videos, is an important task with a wide range of applications, including augmented reality [5], sign language translation [21] and human-robot interaction [40], attracting a lot of attention in recent years [23, 46, 50, 52]. Generally, the mainstream approach is to conduct 3D pose estimation in two stages: the 2D pose is first obtained with a 2D pose detector, and then 2D-to-3D lifting is performed (where the lifting process is the primary aspect that most recent works [2, 10, 16, 17, 19, 32, 54] focus on). Yet, despite the considerable progress, monocular 3D pose estimation still remains challenging. In particular, it can be difficult to accurately predict 3D pose from monocular data due to many challenges, including the inherent depth ambiguity and the potential occlusion, which often lead to high indeterminacy and uncertainty.
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Figure 1. Overview of our DiffPose framework. In the forward process (denoted with blue dotted arrows), we gradually diffuse a “ground truth” 3D pose distribution \( H_0 \) with low indeterminacy towards a 3D pose distribution with high uncertainty \( H_K \) by adding noise \( \epsilon \) at every step, which generates intermediate distributions to guide model training. Before the reverse process, we first initialize the indeterminate 3D pose distribution \( H_K \) from the input. Then, during the reverse process (denoted with red solid arrows), we use the diffusion model \( g \), conditioned on the context information from 2D pose sequence, to progressively transform \( H_K \) into a 3D pose distribution \( H_0 \) with low indeterminacy.

On the other hand, diffusion models [12, 38] have recently become popular as an effective way to generate high-quality images [33]. Generally, diffusion models are capable of generating samples that match a specified data distribution (e.g., natural images) from random (indeterminate) noise through multiple steps where the noise is progressively removed [12, 38]. Intuitively, such a paradigm of progressive denoising helps to break down the large gap between distributions (from a highly uncertain one to a determinate one) into smaller intermediate steps [39] and thus successfully helps the model to converge towards smoothly generating samples from the target data distribution.

Inspired by the strong capability of diffusion models to generate realistic samples even from a starting point with high uncertainty (e.g., random noise), here we aim to tackle 3D pose estimation, which also involves handling uncertainty and indeterminacy (of 3D poses), with diffusion models. In this paper, we propose DiffPose, a novel framework that represents a new brand of diffusion-based 3D pose estimation approach, which also follows the mainstream two-stage pipeline. In short, DiffPose models the 3D pose esti-
mation procedure as a reverse diffusion process, where we progressively transform a 3D pose distribution with high uncertainty and indeterminacy towards a 3D pose with low uncertainty.

Intuitively, we can consider the determinate ground truth 3D pose as particles in the context of thermodynamics, where particles can be neatly gathered and form a clear pose with low indeterminacy at the start; then eventually these particles stochastically spread over the space, leading to high indeterminacy. This process of particles evolving from low indeterminacy to high indeterminacy is the forward diffusion process. The pose estimation task aims to perform precisely the opposite of this process, i.e., the reverse diffusion process. We receive an initial 2D pose that is indeterminate and uncertain in 3D space, and we want to shed the indeterminacy to obtain a determinate 3D pose distribution $H_0$.

Overall, our DiffPose framework consists of two opposite processes: the forward process and the reverse process, as shown in Fig. 1. In short, the forward process generates supervisory signals of intermediate distributions for training purposes, while the reverse process is a key part of our 3D pose estimation pipeline that is used for both training and testing. Specifically, in the forward process, we gradually diffuse a “ground truth” 3D pose distribution $H_0$ with low indeterminacy towards a 3D pose distribution with high indeterminacy that resembles the 3D pose’s underlying uncertainty distribution $H_K$. We obtain samples from the intermediate distributions along the way, which are used during training as step-by-step supervisory signals for our diffusion model $g$. To start the reverse process, we first initialize the indeterminate 3D pose distribution ($H_K$) according to the underlying uncertainty of the 3D pose. Then, our diffusion model $g$ is used in the reverse process to progressively transform $H_K$ into a 3D pose distribution with low indeterminacy ($H_0$). The diffusion model $g$ is optimized using the samples from intermediate distributions (generated in the forward process), which guide it to smoothly transform the indeterminate distribution $H_K$ into accurate predictions.

However, there are several challenges in the above forward and reverse process. Firstly, in 3D pose estimation, we start the reverse diffusion process from an estimated 2D pose which has high uncertainty in 3D space, instead of starting from random noise like in existing image generation diffusion models [12, 38]. This is a significant difference, as it means that the underlying uncertainty distribution of each 3D pose can differ. Thus, we cannot design the output of the forward diffusion steps to converge to the same Gaussian noise like in previous image generation diffusion works [12, 38]. Moreover, the uncertainty distribution of 3D poses can be irregular and complicated, making it hard to characterize via a single Gaussian distribution. Lastly, it can be difficult to perform accurate 3D pose estimation with just $H_K$ as input. This is because our aim is not just to generate any realistic 3D pose, but rather to predict accurate 3D poses corresponding to our estimated 2D poses, which often requires more context information to achieve.

To address these challenges, we introduce several novel designs in our DiffPose. Firstly, we initialize the indeterminate 3D pose distribution $H_K$ based on extracted heatmaps, which captures the underlying uncertainty of the desired 3D pose. Secondly, during forward diffusion, to generate the indeterminate 3D pose distributions that eventually (after $K$ steps) resemble $H_K$, we add noise to the ground truth 3D pose distribution $H_0$, where the noise is modeled by a Gaussian Mixture Model (GMM) that characterizes the uncertainty distribution $H_K$. Thirdly, the reverse diffusion process is conditioned on context information from the input video or frame in order to better leverage the spatial-temporal relationship between frames and joints. Then, to effectively use the context information and perform the progressive denoising to obtain accurate 3D poses, we design a GCN-based diffusion model $g$.

The contributions of this paper are threefold: (i) We propose DiffPose, a novel framework which represents a new brand of method with the diffusion architecture for 3D pose estimation, which can naturally handle the indeterminacy and uncertainty of 3D poses. (ii) We propose various designs to facilitate 3D pose estimation, including the initialization of 3D pose distribution, a GMM-based forward diffusion process and a conditional reverse diffusion process. (iii) DiffPose achieves state-of-the-art performance on two widely used human pose estimation benchmarks.

2. Related Work

3D Human Pose Estimation. Existing monocular 3D pose estimation methods can roughly be categorized into two groups: frame-based methods and video-based ones. Frame-based methods predict the 3D pose from a single RGB image. Some works [7–9,30,31,42] use Convolutional Neural Networks (CNNs) to output a human pose from the RGB image, while many works [26,46,51,52] first detect the 2D pose and then use it to regress the 3D pose. On the other hand, video-based methods tend to exploit temporal dependencies between frames in the video clip. Most video-based methods [2,3,6,10,14,32,34,35,44,45,54] extract 2D pose sequences from the input video clip via a 2D pose detector, and focus on distilling the crucial spatial-temporal information from these 2D pose sequences for 3D pose estimation. To encode spatial-temporal information, existing works explore CNN-based frameworks with temporal convolutions [3,32], GCNs [2,6], or Transformers [34,54]. Notably, several works [17,19,36] aim to alleviate the uncertainty and indeterminacy in 3D pose estimation by designing models that can generate multiple hypothesis solutions from a single input. Different from all the aforesmen-
tioned works, DiffPose is formulated as a distribution-to-distribution transformation process, where we train a diffusion model to smoothly denoise from the indeterminate pose distribution to a pose distribution with low indeterminacy. By framing the 3D pose estimation procedure as a reverse diffusion process, DiffPose can naturally handle the indeterminacy and uncertainty for 3D pose estimation.

Denoising Diffusion Probabilistic Models (DDPMs). DDPMs (called diffusion models for short) have emerged as an effective approach to learn a data distribution that is straightforward to sample from. Introduced by Sohl-Dickstein et al. [37] for image generation, DDPMs have been further simplified and accelerated [12, 38], and enhanced [1, 28, 29, 53] in recent years. Previous works have explored applying diffusion models to various generation tasks, including image inpainting [25] and text generation [20]. Here, we explore using diffusion models to tackle 3D pose estimation with our DiffPose framework. Unlike these generation tasks [20, 25] that often start the generation process from random noise, our pose estimation process starts from an estimated 2D pose with uncertainty and indeterminacy in 3D space, where the uncertainty distribution differs for each pose and can also be irregular and difficult to characterize. We also design a GCN-based architecture as our diffusion model \( g \), and condition it on spatial-temporal context information to aid the reverse diffusion process and obtain accurate 3D poses.

3. Background on Diffusion Models

Diffusion models [12, 38] are a class of probabilistic generative models that learn to transform noise \( h_K \sim \mathcal{N}(0, \mathbf{I}) \) to a sample \( h_0 \) by recurrently denoising \( h_K \), i.e., \((h_K \rightarrow h_{K-1} \rightarrow \ldots \rightarrow h_0)\). This denoising process is called reverse diffusion. Conversely, the process \((h_0 \rightarrow h_1 \rightarrow \ldots \rightarrow h_K)\) is called forward diffusion.

To allow the diffusion model to learn the reverse diffusion process, a set of intermediate noisy samples \( \{h_k\}_{k=1}^{K-1} \) are needed to bridge the source sample \( h_0 \) and the Gaussian noise \( h_K \). Specifically, forward diffusion is conducted to generate these samples, where the posterior distribution \( q(h_{1:k} | h_0) \) from \( h_0 \) to \( h_K \) is formulated as:

\[
q(h_{1:k} | h_0) := \prod_{k=1}^{K} q(h_k | h_{k-1})
\]

\[
q(h_k | h_{k-1}) := \mathcal{N}_{pdf}(h_k | \sqrt{\alpha_k}h_{k-1}, (1 - \alpha_k)\mathbf{I}),
\]

where \( \mathcal{N}_{pdf}(h_k | \cdot) \) refers to the likelihood of sampling \( h_k \) conditioned on the given parameters, and \( \alpha_{1:K} \in (0, 1)^K \) is a fixed decreasing sequence that controls the noise scaling at each diffusion step. Using the known statistical results for the combination of Gaussian distributions, the posterior for the diffusion process to step \( k \) can be formulated as:

\[
q(h_k | h_0) := \int q(h_{1:k} | h_0) dh_{1:k-1} = \mathcal{N}_{pdf}(h_k | \sqrt{\alpha_k}h_0, (1 - \alpha_k)\mathbf{I}).
\]

Thus, \( h_k \) can be expressed as a linear combination of the source sample \( h_0 \) and a noise variable \( \epsilon \), where each element of \( \epsilon \) is sampled from \( \mathcal{N}(0, 1) \), as follows:

\[
h_k = \sqrt{\alpha_k}h_0 + \sqrt{1 - \alpha_k} \epsilon.
\]

Hence, when a long decreasing sequence \( \alpha_{1:K} \) is set such that \( \alpha_K \approx 0 \), the distribution of \( h_K \) will converge to a standard Gaussian, i.e., \( h_K \sim \mathcal{N}(0, \mathbf{I}) \). This indicates that the source signal \( h_0 \) will eventually be corrupted into Gaussian noise, which conforms to the non-equilibrium thermodynamics phenomenon of the diffusion process [37].

Using the sample \( h_0 \) and noisy samples \( \{h_k\}_{k=1}^{K} \) generated by forward diffusion, the diffusion model \( g \) (which is often a deep network parameterized by \( \theta \)) is optimized to approximate the reverse diffusion process. Specifically, although the exact formulations may differ [12, 37, 38], each reverse diffusion step can be expressed as a function \( f \) that takes in \( h_k \) and diffusion model \( g \) as input to generate an output \( h_{k-1} \) as follows:

\[
h_{k-1} = f(h_k, g).
\]

Finally, during testing, a Gaussian noise \( h_K \) can be easily sampled, and the reverse diffusion step introduced in Eq. 5 can be recurrently performed to generate a high-quality sample \( h_0 \) using the trained diffusion model \( g \).

4. Proposed Method: DiffPose

Given an RGB image frame \( I_t \) or a video clip \( V_t = \{I_{t-1}, \ldots, I_t\} \), the goal of 3D human pose estimation is to predict the 3D coordinates of all the \( J \) keypoints of the human body in \( I_t \). In this paper, inspired by diffusion-based generative models that can recurrently shed the indeterminacy in an initial distribution (e.g., Gaussian distribution) to reconstruct a high-quality determinate sample, we frame the 3D pose estimation task as constructing a determinate 3D pose distribution \( H_0 \) from the highly indeterminate pose distribution \( H_K \) via diffusion models, which can handle the uncertainty and indeterminacy of 3D poses.

As shown in Fig. 2, we conduct pose estimation in two stages: (i) Initializing the indeterminate 3D pose distribution \( H_K \) based on extracted heatmaps, which capture the underlying uncertainty of the input 2D pose in 3D space; (ii) Performing the reverse diffusion process, where we use a diffusion model \( g \) to progressively denoise the initial distribution \( H_K \) to a desired high-quality determinate distribution \( H_0 \), and then we can sample \( h_0 \in \mathbb{R}^{3 \times J} \) from the pose distribution \( H_0 \) to synthesize the final 3D pose \( h_\tau \).

In Sec. 4.1, we describe how to initialize the 3D distribution \( H_K \) from an input 2D pose that effectively captures the uncertainty in the 3D space. Then, we explain our forward
diffusion process in Sec. 4.2 and the reverse diffusion process in Sec. 4.3. After that, we present the detailed training and testing process in Sec. 4.4. Finally, the architecture of our diffusion network is detailed in Sec. 4.5.

4.1. Initializing 3D Pose Distribution \( H_K \)

In previous diffusion models \([11, 12, 38]\), the reverse diffusion process often starts from random noise, which is progressively denoised to generate a high-quality output. However, in 3D pose estimation, our input here is instead an estimated 2D pose that has its own uncertainty characteristics in 3D space. To aid our diffusion model in handling the uncertainty and indeterminacy of each input 2D pose in 3D space, we would like to initialize a corresponding 3D pose distribution \( H_K \) that captures the uncertainty of the 3D pose. Thus, the reverse diffusion process can start from the distribution \( H_K \) with sample-specific knowledge (in contrast to Gaussian noise with no prior information), which leads to better performance. Below, we describe how we construct the \( x \), \( y \), and \( z \) uncertainty distribution for each joint of an input pose.

Initializing \((x, y, z)\) distribution. Intuitively, the \( x \) and \( y \) uncertainty distribution contains information regarding the likely regions in the image where the joints are located, and can roughly be seen as the outcome of “outwards” diffusion from the ground-truth positions. It can be difficult to capture such 2D pose uncertainty distributions, which are often complicated and also vary for different joints of the given pose. To address this, we take advantage of the available prior information to model the uncertainty of the 2D pose. Notably, the 2D pose is often estimated from the image with an off-the-shelf 2D pose detector (e.g., CPN [4]), which first extracts heatmaps depicting the likely area on the image where each joint is located, before making predictions of 2D joint locations based on the extracted heatmaps.

Therefore, these heatmaps naturally reveal the uncertainty of the 2D pose predictions. Hence, for the input 2D pose, we use the corresponding heatmaps from the off-the-shelf 2D pose detector as the \( x \) and \( y \) distribution.

However, we are unable to obtain the \( z \) distribution in the same way, as it is not known by the 2D pose detector. Instead, one way we can compute the \( z \) distribution is by calculating the occurrence frequencies of \( z \) values in the training data, where we obtain a histogram for every joint. We also explore another approach, where the uncertain \( z \) distribution is initialized using the Context Encoder (which is introduced in Sec. 4.3), which we empirically observe to lead to faster convergence.

4.2. Forward Pose Diffusion

After initializing the indeterminate distribution \( H_K \), the next step in our 3D pose estimation pipeline is to progressively reduce the uncertainty \((H_K \rightarrow H_{K-1} \rightarrow \ldots \rightarrow H_0)\) using the diffusion model \( g \) through the reverse diffusion process. However, to attain the progressive denoising capability of the diffusion model \( g \), we require “ground truth” intermediate distributions as supervisory signals to train \( g \). Here, we obtain samples from these intermediate distributions via the forward diffusion process, where we take a ground truth 3D pose distribution \( H_0 \) and gradually add noise to it, as shown in Fig. 1. Specifically, given a desired determinate pose distribution \( H_0 \), we define the forward diffusion process as \((H_0 \rightarrow H_1 \rightarrow \ldots \rightarrow H_K)\), where \( K \) is the maximum number of diffusion steps. In this process, we aim to progressively increase the indeterminacy of \( H_0 \) towards the underlying pose uncertainty distribution \( H_K \) as obtained in Sec. 4.1, such that we can obtain samples from intermediate distributions that correspond to \( H_1, \ldots, H_K \), which will allow us to optimize the diffusion model \( g \) to smoothly perform the step-by-step denoising.

Figure 2. Illustration of our DiffPose framework during inference. First, we use the Context Encoder \( \phi_{ST} \) to extract the spatial-temporal context feature \( f_{ST} \) from the given 2D pose sequence. We also generate diffusion step embedding \( f_D^k \) for each \( k \)th diffusion step. Then, we initialize the indeterminate pose distribution \( H_K \) using heatmaps derived from an off-the-shelf 2D pose detector and depth distributions that can either be computed from the training set or predicted by the Context Encoder \( \phi_{ST} \). Next, we sample \( N \) noisy poses \( \{h_K^i\}_{i=1}^N \) from \( H_K \), which are required for performing distribution-to-distribution mapping. We feed these \( N \) poses into the diffusion model \( K \) times, where diffusion model \( g \) is also conditioned on \( f_{ST} \) and \( f_D^k \) at each step, to obtain \( \{h_0^i\}_{i=1}^N \) which represents the high-quality determinate distribution \( H_0 \). Lastly, we use the mean of \( \{h_0^i\}_{i=1}^N \) as our final 3D pose \( h_s \).
**DiffPose Forward Diffusion.** For DiffPose, we do not want to diffuse our 3D pose towards a standard Gaussian noise. This is because our indeterminate distribution $H_K$ is not random noise, but is instead a $(x, y, z)$ distribution according to the 3D pose uncertainty, and has more complex characteristics. This has several implications. For example, the region of uncertainty for each joint and each coordinate characteristics. This has several implications. For example, according to the 3D pose uncertainty, and has more complex distribution (noise). This is because our indeterminate distribution want to diffuse our 3D pose towards a standard Gaussian to estimation task, which motivates us to design a new forward diffusion process.

Designing such a forward diffusion process can be challenging, because the uncertainty distribution $H_K$, which is based on heatmaps, often has irregular and complex shapes, and it is not straightforward to express based on heatmaps, often has irregular and complex shapes, (which does not have a superscript since it describes how to generate a single sample), $\mu^G = \sum_{m=1}^{M} 1_m \mu_m,$ $\epsilon^G \sim \mathcal{N}(0, \sum_{m=1}^{M} (1_m \Sigma_m))$, and $1_m \in \{0, 1\}$ is a binary indicator for the $m^{th}$ component such that $\sum_{m=1}^{M} 1_m = 1$ and $\text{Prob}(1_m = 1) = \pi_m$. In other words, we first select a component $\hat{m}$ via sampling according to the respective probabilities $\pi_m$, and set only $1_{\hat{m}}$ to 1. Then, we sample the Gaussian noise from that component $\hat{m}$ using $\mu_{\hat{m}}$ and $\Sigma_{\hat{m}}$. Notably, as $\alpha_K \approx 0$, $h_K$ is drawn from the fitted GMM model, i.e., $h_K = \mu^G + \epsilon^G \sim \mathcal{N}(\sum_{m=1}^{M} (1_m \mu_m), \sum_{m=1}^{M} (1_m \Sigma_m))$. Thus, this allows us to generate samples from $\{H_1, ..., H_K\}$ as supervisory signals. More details can be found in Supplementary.

### 4.3. Reverse Diffusion for 3D Pose Estimation

As shown in Fig. 1, the reverse diffusion process aims to recover a determinate 3D pose distribution $H_0$ from the indeterminate pose distribution $H_K$, where $H_K$ has been discussed in Sec. 4.1. In the previous subsection, we represent $H_K$ via a GMM model to generate intermediate distributions $\{H_1, ..., H_K\}$. Here, we use these distributions to optimize our diffusion model $g$ (parameterized by $\theta$) to learn the reverse diffusion process ($H_K \rightarrow ... \rightarrow H_1 \rightarrow H_0$), and progressively shed the indeterminacy from $H_K$ to reconstruct the determinate source distribution $H_0$. The architecture of the diffusion model $g$ is described in Sec. 4.5.

**Context Encoder $\phi_{ST}$.** However, it is difficult to directly perform the reverse diffusion process using only $H_K$ as the input of the diffusion model $g$. This is because $g$ will not observe much context information from the input videos/images, leading to difficulties for $g$ to generate accurate poses from the indeterminate distribution $H_K$. Therefore, we propose to utilize the available context information from the input to guide $g$ to achieve more accurate predictions. The context information can constrain the model’s denoising based on the observed inputs, and guide the model to produce more accurate predictions.

Specifically, to guide the diffusion model $g$, we leverage the spatial-temporal context. The context information can be extracted from the 2D pose sequence derived from $V_t$ (or just a single 2D pose derived from $I_t$ if $V_t$ is not available). This context information aids the reverse diffusion process, providing additional information to the diffusion model $g$ that helps to reduce uncertainty and generate more accurate 3D poses. To achieve that, we introduce the Context Encoder $\phi_{ST}$ to extract spatial-temporal information $f_{ST}$ from the 2D pose sequence, and condition the reverse diffusion process on $f_{ST}$ (as shown in Fig. 2).

**Reverse Diffusion Process.** Overall, our reverse diffusion process aims to recover a determinate pose distribution $H_0$ from the indeterminate pose distribution $H_K$ (during training) or $H_K$ (during testing). Here, we describe the reverse diffusion process during training and use $H_K$ notation. We first use Context Encoder $\phi_{ST}$ to extract $f_{ST}$ from
the 2D pose sequence. Moreover, to allow the diffusion model to learn to denoise samples appropriately at each diffusion step, we also generate the unique step embedding \( f_D^k \) to represent the \( k \)th diffusion step via the sinusoidal function. Then, for a noisy pose \( \hat{h}_k \) sampled from \( H_k \), we use diffusion model \( g \), conditioned on the diffusion step \( k \) and the spatial-temporal context feature \( f_{ST} \), to progressively reconstruct \( \hat{h}_{k-1} \) from \( \hat{h}_k \) as follows:

\[
\hat{h}_{k-1} = g_\theta(\hat{h}_k, f_{ST}, f_D^k), \quad k \in \{1, ..., K\}.
\]

### 4.4. Overall Training and Testing Process

Overall, for each sample during training, we (i) initialize \( H_K \); (ii) use \( H_0 \) and \( H_K \) to generate supervisory signals \( \{H_1, ..., H_K\} \) via the forward process; (iii) run \( K \) steps of the reverse process starting from \( H_K \) and optimize with our generated signals. During testing, we (i) initialize \( H_K \); (ii) run \( K \) steps of the reverse process starting from \( H_K \) to obtain final prediction \( \hat{h}_K \). More details are described below.

**Training.** First, from the input sequence \( V_t \) (or frame \( I_t \)), we extract the 2D heatmaps together with the estimated 2D pose via an off-the-shelf 2D pose detector [4]. Then, we compute the \( z \) distribution, either from the training set or predicted by the Context Encoder \( \phi_{ST} \). After that, we initialize \( H_K \) based on the 3D distribution for each joint and use the EM algorithm to get the best-fit GMM parameters \( \phi_{GMM} = \{\mu_1, \Sigma_1, \pi_1, ..., \mu_M, \Sigma_M, \pi_M\} \) for \( H_K \). Based on \( \phi_{GMM} \), we use the ground truth 3D pose \( h_0 \) to directly generate \( N \) sets of \( h_1, ..., h_K \) via Eq. 7, i.e., \( \{\{\hat{h}_1^i, ..., \hat{h}_K^i\}\}_{i=1}^N \). Specifically, we first sample a component \( \hat{m}^i \) for each \( i \)th set according to probabilities \( \{\pi_m\}_{m=1}^M \), and use the \( \hat{m}^i \)-th Gaussian component to directly add noise for the \( i \)th set \( \{\hat{h}_1^i, ..., \hat{h}_K^i\} \). Next, we extract the spatial-temporal context \( f_{ST} \) using the Context Encoder \( \phi_{ST} \). Then, we want to optimize the model parameters \( \theta \) to reconstruct \( \hat{h}_{k-1} \) from \( \hat{h}_k \) in a step-wise manner. Following previous works on diffusion models [12, 38], we formulate our loss \( L \) as follows (where \( \hat{h}_0 = h_0 \) for all \( i \)):

\[
L = \sum_{i=1}^N \sum_{k=1}^K \| g_\theta(\hat{h}_k, f_{ST}, f_D^k) - \hat{h}_{k-1} \|_2^2.
\]

**Testing.** Similar to the start of the training procedure, during testing we first initialize \( H_K \) and also extract \( f_{ST} \). Then, we perform the reverse diffusion process, where we sample \( N \) poses from \( H_K (\hat{h}_1^1, \hat{h}_2^1, ..., \hat{h}_K^1) \) and recurrently feed them into diffusion model \( g \) for \( K \) times, to obtain \( N \) high-quality 3D poses \( (\hat{h}_0^1, \hat{h}_0^2, ..., \hat{h}_0^K) \). We need \( N \) noisy poses here, because we are mapping from a distribution to another distribution. Then, to obtain the final high-quality and reliable pose \( \hat{h}_K \), we calculate the mean of the \( N \) denoised samples \( \{\hat{h}_0^1, ..., \hat{h}_0^K\} \).

### 4.5. DiffPose Architecture

Our framework consists of two sub-networks: a diffusion network \( g \) that performs the steps in the reverse process and a Context Encoder \( \phi_{ST} \) that extracts the context feature from the 2D pose sequence (or frame).

**Main Diffusion Model \( g \).** We adopt a lightweight GCN-based architecture for \( g \) to perform 3D pose estimation via diffusion, which is modified from [52]. The graph convolution layer treats the human skeleton as a graph (with joints as the nodes), and effectively encodes topological information between joints for 3D human pose estimation. Moreover, we interlace GCN layers with Self-Attention layers, which can encode global relationships between non-adjacent joints and allow for better structural understanding of the 3D human pose as a whole. As shown in Fig. 2, our diffusion model \( g \) mainly consists of 3 stacked GCN-Attention Blocks with residual connections, where each GCN-Attention Block comprises of two standard GCN layers and a Self-Attention layer. A GCN layer is added at the front and back of these stacked GCN-Attention Blocks to control the embedding size of GCN-Attention Blocks.

Specifically, the starting GCN layer maps the input \( h_k \in \mathbb{R}^{J \times 3} \) to a latent embedding \( E \in \mathbb{R}^{J \times 128} \). On the other hand, we extract spatial-temporal context information \( f_{ST} \in \mathbb{R}^{J \times 128} \). In order to provide information to the model regarding the current step number \( k \), we also generate a diffusion step embedding \( f_D^k \in \mathbb{R}^{J \times 256} \) using the sinusoidal function. Then, we combine these embeddings to form features \( v_1 \in \mathbb{R}^{J \times 256} \), where \( E \) and \( f_{ST} \) are first concatenated along the second dimension, before adding \( f_D^k \) to the result. Features \( v_1 \) are then fed into the stack of 3 GCN-Attention Blocks, which all have the exact same structure. The output features from the last GCN-Attention Block are fed into the final GCN layer to be mapped into an output pose \( h_{K-1} \in \mathbb{R}^{J \times 3} \). Then, we feed \( h_{K-1} \) back to \( g \) as input again to perform another reverse step. At the final \( K \)-th step, we obtain an output pose \( h_0 \in \mathbb{R}^{J \times 3} \).

**Context Encoder \( \phi_{ST} \).** In this paper, we leverage a transformer-based network [49] to capture the spatial-temporal context information in the 2D pose sequence \( V_t \). Note that, if we do not have the video, we only input a single frame \( I_t \), and utilize [52] instead.

### 5. Experiments

We evaluate our method on two widely used datasets for 3D human pose estimation: Human3.6M [15] and MPI-INF-3DHP [27]. Specifically, we conduct experiments to evaluate the performance of our method in two scenarios: video-based and frame-based 3D pose estimation.

**Human3.6M** [15] is the largest benchmark for 3D human pose estimation, consisting of 3.6 million images captured from four cameras, where 15 daily activities are per-
formed by 11 subjects. For video-based 3D pose estimation, we follow previous works [3, 24, 32] to train on five subjects (S1, S5, S6, S7, S8) and test on two subjects (S9 and S11). For frame-based 3D pose estimation, we follow [46, 51, 52] to train on (S1, S5, S6, S7, S8) subjects and test on (S9, S11) subjects. We report the mean per joint position error (MPJPE) and Procrustes MPJPE (P-MPJPE). The former computes the Euclidean distance between the predicted joint positions and the ground truth positions. The latter is the MPJPE after the predicted results are aligned to the ground truth via a rigid transformation. Due to page limitations, we move P-MPJPE results to Supplementary.

MPI-INF-3DHP [27] is a large 3D pose dataset captured in both indoor and outdoor environments, with 1.3 million frames. Following [3, 22, 27, 54], we train DiffPose using all activities from 8 camera views in the training set and evaluate on valid frames in the test set. Here, we report metrics of MPJPE, Percentage of Correct Keypoints (PCK) with the threshold of 150 mm, and Area Under Curve (AUC) for a range of PCK thresholds to compare our performance with other methods on the video-based setting.

Implementation Details. We set the number of pose samples $N$ to 5 and number of reverse diffusion steps $K$ to 8. We fit $\hat{H}_K$ via a GMM model with 5 kernels ($\Delta_t = 5$) for forward diffusion, and accelerate our diffusion inference procedure for all experiments via an acceleration technique DDIM [38], where only five steps are required to complete the reverse diffusion process. For video pose estimation, we set the Context Encoder $\phi_{ST}$ to follow [52], and for frame-based pose estimation, we set $\phi_{ST}$ to follow [52]. The Context Encoder $\phi_{ST}$ is pre-trained on the training set to predict $(x, y, z)$, then frozen during diffusion model training; we use it to produce features $f_{ST}$ and also to initialize the $z$ distribution. For video-based pose estimation, we follow [2, 32] to use detected 2D pose (using CPN [4]) and ground truth 2D pose on Human3.6M, and use ground truth 2D pose on MPI-INF-3DHP. For frame-based pose estimation, we follow [51, 52] to use the 2D pose detected by [4] and ground truth 2D pose to conduct experiments on Human3.6M. More details are in Supplementary.

5.1. Comparison with State-of-the-art Methods

Video-based Results on Human3.6M. We follow [32, 48, 49] to use 243 frames for 3D pose estimation and compare our method against existing works on Human3.6M in Tab. 1. As shown in the top of Tab. 1, our method achieves the best MPJPE results using the detected 2D pose, and significantly outperforms the SOTA method [49] by around 4 mm. This shows that DiffPose can effectively improve monocular 3D pose estimation. Moreover, we also conduct experiments using the ground truth 2D pose as input, and report our results at the bottom of Tab. 1. Our DiffPose again outperforms all previous methods by a large margin.

<table>
<thead>
<tr>
<th>Method</th>
<th>PCK</th>
<th>AUC</th>
<th>MPJPE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pavllo [32]</td>
<td>35.2</td>
<td>46.7</td>
<td>53.5</td>
</tr>
<tr>
<td>Wang [44]</td>
<td>38.6</td>
<td>56.4</td>
<td>37.1</td>
</tr>
<tr>
<td>Li [24]</td>
<td>93.8</td>
<td>63.3</td>
<td>58.0</td>
</tr>
<tr>
<td>Zhang [49]</td>
<td>94.4</td>
<td>66.5</td>
<td>54.9</td>
</tr>
</tbody>
</table>

Ours | 98.0 | 75.9 | 29.1 |

Video-based Results on MPI-INF-3DHP. We also evaluate our method on MPI-INF-3DHP. Here, we use 81 frames as our input due to the shorter video length of this dataset. The results in Tab. 2 demonstrate that our method achieves the best performance, showing the efficacy of our DiffPose in improving performance in outdoor scenes.

<table>
<thead>
<tr>
<th>Method</th>
<th>PCK</th>
<th>AUC</th>
<th>MPJPE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pavllo [32]</td>
<td>35.2</td>
<td>46.7</td>
<td>53.5</td>
</tr>
<tr>
<td>Wang [44]</td>
<td>38.6</td>
<td>56.4</td>
<td>37.1</td>
</tr>
<tr>
<td>Li [24]</td>
<td>93.8</td>
<td>63.3</td>
<td>58.0</td>
</tr>
<tr>
<td>Zhang [49]</td>
<td>94.4</td>
<td>66.5</td>
<td>54.9</td>
</tr>
</tbody>
</table>

Ours | 98.0 | 75.9 | 29.1 |

Video-based Results on Human3.6M in millimeters under MPJPE. Top table shows the results on detected 2D poses. Bottom table shows the results on ground truth 2D poses.
we provide visualizations of the reverse diffusion process, where the step $k$ decreases from 15 to 0. We observe that DiffPose can progressively narrow down the gap between the sampled poses and the ground-truth pose. Moreover, we compare our method with the current SOTA method [49], which shows that our method can generate more reliable 3D pose solutions, especially for ambiguous body parts.

5.2. Ablation Study

To verify the impact of each proposed design, we conduct extensive ablation experiments on Human3.6M dataset using the detected 2D poses in the video-based setting.

**Impact of Diffusion Process.** We first evaluate the diffusion process’s effectiveness. Here we build two baseline models: (1) **Baseline A**: It has the same structure as our diffusion model but the 3D pose estimation is conducted in a single step. (2) **Baseline B**: It has the nearly same architecture as our diffusion model but the diffusion model is stacked multiple times to approximate the computational complexity of DiffPose. Note that both baselines are optimized to predict 3D human pose instead of learning the reverse diffusion process. We report the results of the baselines and DiffPose in Tab. 4. The performance of both baselines are much worse than our DiffPose, which indicates that the performance improvement of our method comes from the designed diffusion pipeline.

**Impact of GMM.** To validate the effect of the GMM design, we consider two alternative ways to train our diffusion model: (1) **Stand-Diff**: we directly adopt the basic forward diffusion process introduced in Eq. 4 for model training. (2) **GMM-Diff**: we utilize GMM to fit the initial 3D pose distribution $H_K$ to generate intermediate distributions for model training. Moreover, we test the number of kernels in GMM $M$ (from 1 to 9) to investigate the characteristics of GMM in pose diffusion. We report the results with different $M$ in Tab. 5. Experiments show that our GMM-based design significantly outperforms the baseline Stand-Diff, which shows the effectiveness of using a GMM to approximate $H_K$. Moreover, we can observe that using 5 kernels ($M = 5$) is sufficient to effectively capture the uncertainty distribution.

**Impact of context $f_{ST}$.** Another crucial component to explore is the role of spatial-temporal context $f_{ST}$ in our method. Here, we evaluate the performance when using various context encoders [34, 49] to obtain $f_{ST}$. As shown in Tab. 6, our DiffPose achieves good performance using both models. We also find that DiffPose significantly outperforms both context encoders, which verifies the efficacy of our approach.

**Impact of reverse diffusion steps $K$ and sample number $N$.** To further investigate the characteristics of our pose diffusion process, we conduct several experiments with different diffusion step numbers ($K$) and sample numbers ($N$) and plot the results in Fig. 4. We observe that MPJPE first drops significantly till $K = 50$, and shows minor improvements when $K > 50$. Thus, we use 50 diffusion steps ($K = 50$) in our method, which can effectively and efficiently shed indeterminacy. On the other hand, we find that model performance improves with the number of samples $N$ until $N = 5$, where our performance stays roughly consistent.

**Inference Speed.** In Tab. 7, we compare the speed of DiffPose with existing methods in terms of Frames Per Second (FPS). Our DiffPose with DDIM acceleration can achieve a competitive speed compared with the current SOTA [49], while obtaining better performance. Moreover, even without DDIM acceleration, the FPS of our model is still higher than 170 FPS, which satisfies most real-time requirements.

### 6. Conclusion

This paper presents DiffPose, a novel diffusion-based framework that handles the uncertainty and indeterminacy in monocular 3D pose estimation. DiffPose first initializes the indeterminate 3D pose distribution and then recurrently sheds the indeterminacy in this distribution to obtain the final high-quality 3D human pose distribution for reliable pose estimation. Extensive experiments show that the proposed DiffPose achieves state-of-the-art performance on two widely used benchmark datasets.
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