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(a) NBV methods with a depth sensor (e.g., [27]) (b) Our approach MACARONS with an RGB sensor

Figure 1. Mapping and Coverage Anticipation with RGB Online Self-Supervision. (a) NBV methods such as [27] rely on a depth
sensor to perform path planning (bottom) and scan the environment (top). They need to be trained with explicit 3D supervision, generally
on small-scale meshes. (b) Our approach MACARONS instead simultaneously learns to efficiently explore the scene and to reconstruct it
(top) using an RGB sensor only. Its self-supervised, online learning process scales to large-scale and complex scenes.

Abstract

We introduce a method that simultaneously learns to ex-
plore new large environments and to reconstruct them in 3D
from color images only. This is closely related to the Next
Best View problem (NBV), where one has to identify where
to move the camera next to improve the coverage of an un-
known scene. However, most of the current NBV methods
rely on depth sensors, need 3D supervision and/or do not
scale to large scenes. Our method requires only a color
camera and no 3D supervision. It simultaneously learns in
a self-supervised fashion to predict a “volume occupancy
field” from color images and, from this field, to predict the
NBV. Thanks to this approach, our method performs well
on new scenes as it is not biased towards any training 3D
data. We demonstrate this on a recent dataset made of vari-
ous 3D scenes and show it performs even better than recent
methods requiring a depth sensor, which is not a realistic
assumption for outdoor scenes captured with a flying drone.

1. Introduction

By bringing together Unmanned Aerial Vehicles (UAVs)
and Structure-from-Motion algorithms, it is now possible to
reconstruct 3D models of large outdoor scenes, for example
for creating a Digital Twin of the scene. However, flying a
UAV requires expertise, especially when capturing images
with the goal of running a 3D reconstruction algorithm, as
the UAV needs to capture images that together cover the
entire scene from multiple points of view. Our goal with
this paper is to make this capture automatic by developing a
method that controls a UAV and ensures a coverage suitable
to 3D reconstruction.

This is often referenced in the literature as the “Next
Best View” problem (NBV) [14]: Given a set of already-
captured images of a scene or an object, how should we
move the camera to improve our coverage of the scene or

This CVPR paper is the Open Access version, provided by the Computer Vision Foundation.
Except for this watermark, it is identical to the accepted version;

the final published version of the proceedings is available on IEEE Xplore.

940



object? Unfortunately, current NBV algorithms are still not
suitable for three main reasons. First, most of them rely
on a voxel-based representation and do not scale well with
the size of the scene. Second, they also rely on a depth
sensor, which is in practice not possible to use on a small
UAV in outdoor conditions as it is too heavy and requires
too much power. Simply replacing the depth sensor by a
monocular depth prediction method [49, 56, 77] would not
work as such methods can predict depth only up to a scale
factor. The third limitation is that they require 3D models
for learning to predict how much a pose will increase the
scene coverage.

In this paper, we show that it is possible to simultane-
ously learn in a self-supervised fashion to efficiently ex-
plore a 3D scene and to reconstruct it using an RGB sensor
only, without any 3D supervision. This makes it convenient
for applications in real scenarios with large outdoor scenes.
We only assume the camera poses to be known, as done in
past works on NBV [31,48,80]. This is reasonable as NBV
methods control the camera.

The closest work to ours is probably the recent [27]. [27]
proposed an approach that can scale to large scenes thanks
to a Transformer-based architecture that predicts the visi-
bility of 3D points from any viewpoint, rather than relying
on an explicit representation of the scene such as voxels.
However, this method still uses a depth sensor. It also uses
3D meshes for training the prediction of scene coverage. To
solve this, [27] relies on meshes from ShapeNet [6], which
is suboptimal when exploring large outdoor scenes, as our
experiments show. This limitation can actually be seen in
Figure 1: The trajectory recovered by [27] mostly focuses
on the main building and does not explore the rest of the
scene. By contrast, we use a simple color sensor and do not
need any 3D supervision.

As our experiments show, we nonetheless significantly
outperform this method thanks to our architecture and joint
learning strategy. As shown in Figure 2, our architecture is
made of three neural modules that communicate together:

1. Our first module learns to predict depth maps from a
sequence of images in a self-supervised fashion.

2. Our second module predicts a “volume occupancy
field” from a partial surface point cloud. This field
is made of the probability for any input 3D point to
be occupied or empty, given the previous observed im-
ages of the scene. We train this module from past ex-
perience, with partial surface point cloud as input and
aiming to predict the occupancy field computed from
the final point cloud.

3. Our third module predicts for an input camera pose the
“surface coverage gain”, i.e., how much new surface
will be visible from this pose. We improve the cover-
age estimation model introduced by [27] and propose
a novel, much simpler loss that yields better perfor-

mance. We rely on this module to identify the NBV.

While exploring a new scene and training our architec-
ture, we repeat the three following steps: (1) We identify the
Next Best View where to move the camera; (2) We move
the camera to this Next Best View, collect images along the
way, and build a self-supervision signal from the collected
images, which we store in the “Memory”; (3) We update the
weights of all 3 modules using Memory Replay [50]. This
avoids catastrophic forgetting and significantly speeds up
training compared to a training procedure that uses only re-
cent data, as such data is highly correlated. This last step es-
tablishes a synergy between the different parts of the model,
each one providing inputs to the other parts.

We compare to recent work [27] on their dataset made
of large scale 3D scenes under the CC license. We evaluate
the evolution of total surface coverage by a sensor explor-
ing several 3D scenes. Our online, self-supervised approach
that learns from RGB images is able to have better results
than state-of-the-art methods with a perfect depth sensor.

To summarize, we propose the first deep-learning-based
NBV approach for dense reconstruction of large 3D scenes
from RGB images. We call this approach MACARONS,
for Mapping And Coverage Anticipation with RGB Online
Self-Supervision. Moreover, we provide a dedicated train-
ing procedure for online learning for scene mapping and
automated exploration based on coverage optimization in
any kind of environment, with no explicit 3D supervision.
Consequently, our approach is also the first NBV method
to learn in real-time to reconstruct and explore arbitrarily
large scenes in a self-supervised fashion. We experimen-
tally show that this greatly improves results for NBV ex-
ploration of 3D scenes. It makes our approach suitable for
real-life applications on small drones with a simple color
camera. More fundamentally, it shows that an autonomous
system can learn to explore and reconstruct environments
without any 3D information a priori. We will make our
code available on a dedicated webpage for allowing com-
parison with future methods.

2. Related Work
We first review prior works for next best view compu-

tation. We then discuss depth estimation literature, from
which we borrow techniques to avoid the need for depth ac-
quisition.

2.1. Next Best View (NBV)

Approaches to NBV can be broadly split into two groups
based on the scene representation. On the one hand, volu-
metric methods represent the scene as voxels used as in-
puts of traditional optimization schemes [2,8,13,15,55,64,
65, 68] or more recently, neural networks [31, 48, 66]. On
the other hand, surface-based approaches [9, 35, 36, 41, 80]
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operate on dense point clouds representing the surface as
computed by the depth sensor. Although modeling surfaces
allows to preserve highly-detailed geometries, it does not
scale well to complex scenes involving large point clouds,
thus limiting their applicability to synthetic settings of iso-
lated centered objects with cameras lying on a sphere. The
closest work to ours is Guédon et al. [27] which proposes
an hybrid approach called SCONE that maximizes the sur-
face coverage gain using a volumetric representation. Our
proposed approach yet differs in two ways. First, although
SCONE processes real complex scenes with free camera
motions at inference, it can only be trained on synthetic
datasets [5]. Our approach instead benefits from a new on-
line self-supervised learning strategy, which is the source
of our better performances. Second, like most of NBV
methods, SCONE assumes to have access to a depth sen-
sor whereas our framework relies on RGB images only.

To relax the need for depth acquisitions, we propose a
self-supervised method that learns to predict a depth map
from color images captured by an arbitrary RGB sensor
such as a flying drone while exploring a new environment.

2.2. Depth estimation

Monocular. Classical monocular deep estimation meth-
ods are learned with explicit supervision, using either dense
annotations acquired from depth sensors [17, 18, 20] or
sparse ones from human labeling [10]. Recently, other
works used self-supervision to train their system in the form
of reprojection errors computed using image pairs [21, 22,
74] or frames from videos [26, 84, 85]. Advanced methods
even incorporate a model for moving objects [1, 11, 24–26,
34,42,43,57,63,78]. However, all these approaches are typ-
ically self-trained and evaluated on images from a specific
domain, whereas our goal is to obtain robust performances
for any environment and any RGB sensor.

Sequential monocular. A way to obtain better depth pre-
dictions during inference is to assume the additional access
to a sequence of neighboring images, which is the case in
our problem setup. Traditional non-deep approaches are ef-
ficient methods developed for SLAM [19,51,52,76], which
can further be augmented with neural networks [3, 40, 62].
Deep approaches typically refine at test time monocular
depth estimation networks to account for the image se-
quence [4, 11, 39, 46, 47, 61]. Other methods instead mod-
ify the architecture of monocular networks with recur-
rent layers to train directly with sequences of images [37,
54, 69, 70, 75, 83]. Inspired by deep stereo matching ap-
proaches [7, 12, 33, 45, 60, 79, 81, 82], another line of works
utilizes 3D cost volumes to reason about the underlying ge-
ometry at inference [28, 32, 44, 71–73]. In particular, the
work of Watson et al. [71] introduces an efficient cost vol-
ume based depth estimator that is self-supervised from raw

monocular videos and that provides state-of-the-art results.
In this work, we adapt the self-supervised learning frame-
work from [71] to jointly learn our NBV and depth estima-
tion modules.

3. Problem setup
The general aim of Next Best View is to identify the next

most informative sensor position(s) for reconstructing a 3D
object or scene efficiently and accurately. Like previous
works [27], we look for the view that increases the most the
total coverage of the scene surface. Optimizing such crite-
rion makes sure we do not miss parts of the target scene.

We denote the set of occupied points in the scene by χ ⊂
R3; its boundary ∂χ is made of the surface points of the
scene. During the exploration, at any time step t ≥ 0, our
method has built a partial knowledge of the scene: It has
captured observations (I0, ..., It) from the poses (c0, ..., ct)
it visited. The 6D poses ci = (cpos

i , crot
i ) ∈ C := R3 ×

SO(3) encode both the position and the orientation of the
sensor. In our case, observations Ii are RGB images.

To solve the NBV problem, we want to build a model
that takes as inputs (c0, ..., ct) and (I0, ..., It) and predicts
the next sensor pose ct+1 that will maximize the number
of new visible surface points, i.e., points in ∂χ that will
be visible in the observation It+1 but not in the previous
observations I0, ..., It. We call the number of new visible
surface points the surface coverage gain. We assume the
method is provided a 3D bounding box to delimit the part
of the scene it should reconstruct.

4. Method
Figure 2 gives an overview of our pipeline and our self-

supervised online learning procedure. During online explo-
ration, we perform a training iteration at each time step t
which consists in three steps.

First, during the Decision Making step, we select the next
best camera pose to explore the scene by running our three
modules: the depth module predicts the depth map for the
current frame from the last capture frames, which is added
to a point cloud that represents the scene. This point cloud
is used by the volume occupancy module to predict a vol-
ume occupancy field, which is in turn used by the surface
coverage gain module to compute the surface coverage gain
of a given camera pose. We use this last module to find a
camera pose around the current pose that optimizes this sur-
face coverage gain.

Second, the Data Collection & Memory Building step,
during which the camera moves toward the camera pose
previously predicted, creates a self-supervision signal for
all three modules and stores these signals into the Memory.

Third and last, the Memory Replay step selects randomly
supervision data stored into the Memory and updates the
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Figure 2. Our architecture and the three steps of our self-supervised procedure.

weights of each of the three modules.
We detail below our architecture and the three steps of

our training procedure.

4.1. Architecture

Depth module. The goal of this module is to reconstruct
the surface points observed by the RGB camera in real time
during the exploration. To this end, it takes as input a se-
quence of recently captured images It, It−1, .., It−m as well
as the corresponding camera poses ct, ct−1, .., ct−m with
0 ≤ m ≤ t and predicts the depth map dt corresponding
to the latest observation It.

We follow Watson et al. [71] and build this module
around a cost-volume feature. We first use pretrained
ResNet18 [29] layers to extract features fi from images Ii.
We define a set of ordered planes perpendicular to the opti-
cal axis at It with depths linearly spaced between extremal
values. Then, for each depth plane, we use the camera poses
to warp the features ft−j , 0 < j ≤ m to the image coordi-
nate system of the camera ct, and compute the pixelwise
L1-norm between the warped features and ft. This results
in a cost volume that encodes for every pixel the likelihood
of each depth plane to be the correct depth. We implement
this depth prediction with a U-Net architecture [59] similar
to [71] that takes as inputs ft and the cost volume to recover
dt. More details can be found in [71]. Contrary to [71], we
suppose the camera poses to be known for faster conver-
gence. We use m = 2 in our experiments. In practice, the
most recent images of our online learning correspond to im-
ages captured along the way between two predicted poses ct
and ct+1 so we use them instead of I0, .., It.

We then backproject the depth map dt in 3D, filter the
point cloud and concatenate it to the previous points ob-
tained from d0, .., dt−1. We filter points associated to strong
gradients in the depth map, which we observed are likely
to yield wrong 3D points: We remove points based on
their value for the edge-aware smoothness loss appearing

in [23, 30, 71] that we also use for training. We hypothe-
size such outliers are linked to the module incapacity to out-
put sudden changes in depth, thus resulting in over-smooth
depth maps. We denote by St the reconstructed surface
point cloud resulting from all previous projections.

Volume occupancy module. This module computes a
“volume occupancy field” σt from the predicted depth
maps. Given a 3D point p, σt(p) = 0 indicates that the
module is confident the point is empty; σt(p) = 1 indi-
cates that the module is confident the point is occupied. As
shown in Figure 3, during exploration, σt(p) evolves as the
module becomes more and more confident that p is empty
or occupied.

We implement this module using a Transformer [67] tak-
ing as input the point p, the surface point cloud St and pre-
vious poses ci, and outputting a scalar value in [0, 1]. The
exact architecture is provided in the supplementary mate-
rial. This volumetric representation is convenient to build
a NBV prediction model that scales to large environments.
Indeed, it has a virtually infinite resolution and can handle
arbitrarily large point clouds without failing to encode fine
details since it uses mostly local features at different scales
to compute the probability of a 3D point to be occupied.

Surface coverage gain module. The final module com-
putes the surface coverage gain of a given camera pose c
based on the predicted occupancy field, as proposed by [27]
but with key modifications.

Similar to [27], given a time step t, a camera pose c
and a 3D point p, we define the visibility gain gt(c; p) as
a scalar function in [0, 1] such that values close to 1 corre-
spond to occupied points that will become visible through
c and values close to 0 correspond to points not newly vis-
ible through c. In particular, the latter includes points with
low occupancy, points not visible from c or points already
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(a) Volume occu-
pancy at t0

(b) Volume occu-
pancy at t1 > t0

(c) Volume occu-
pancy at t2 > t1

(d) Reconstructed
surface

Figure 3. Evolution of the volume occupancy field and final
surface estimated by MACARONS on two examples.

visible from prior poses. We model this function using a
Transformer-based architecture accounting for both the pre-
dicted occupancy and the camera history.

Specifically, we first sample N random points
(pj)1≤j≤N in the field of view Fc of camera c with
probabilities proportional to σt(pj) using inverse transform
sampling. Second, we represent the camera history of
previous camera poses c0, ..., ct for each point pj by
projecting them on the sphere centered on pj and encoding
the result into a spherical harmonic feature we denote by
ht(pj). Finally, we feed the camera pose c, a 3D point pj ,
its occupancy σt(pj) as well as the camera history feature
ht(pj) to the Transformer predicting the corresponding
visibility gain gt(c; pj). Note that the self-attention mech-
anism is useful to deal with potential occlusions between
points.

The visibility gains of all points are aggregated using a
Monte Carlo integration to estimate the surface coverage
gain Gt(c) of any camera pose c:

Gt(c) = Vc ·
1

N

N∑
j=1

gt(c; pj) · l(c; pj) , (1)

where Vc and l(c; pj) are two key quantities we introduce
compared to the original formula of [27]. First, we multiply
the sum by Vc =

∫
Fc

σt(p)dp (i.e., the volume of occupied
points seen from c) to account for its variability between
different camera poses, which is typically strong for com-
plex 3D scenes. Second, since the density of surface points
visible in images decrease with the distance between the
surface and the camera, we also weight the visibility gains
with factor l(c; pj) = min(1/∥cpos−pj∥2, τ) inversely pro-
portional to the distance between the camera center and the
point, to give less importance to points far away from the
camera. We also made several minor improvements to the
computation of the surface coverage gain, which we detail
in the supplementary material.

4.2. Decision Making: Predicting the NBV

At any time t, the Decision Making step simply consists
in applying successively the three modules of the model,

as described in Section 4.1. Consequently, we first apply
the depth prediction module on the current frame It and
use the resulting depth map dt to update the surface point
cloud St. Then, for a set of candidate camera poses Ct ⊂
C, we apply the other modules to compute in real time the
volume occupancy field and estimate the surface coverage
gain Gt(c) of all camera poses c ∈ Ct. In practice, we build
Ct by simply sampling around the current camera pose but
more complex strategies could be developed. We select the
NBV as the camera pose with the highest coverage gain:

ct+1 = argmax
c∈Ct

Gt(c) . (2)

We do not compute gradients nor update the weights of
the model during the Decision Making step. Indeed, since
the camera visits only one of the candidate camera poses
at next time step t + 1, we do not gather data about all
neighbors. Consequently, we are not able to build a self-
supervision signal involving every neighbor. As we explain
in the next subsection, we build a self-supervision signal to
learn coverage gain from RGB images only by exploiting
the camera trajectory between poses ct and ct+1.

4.3. Data Collection & Memory Building

During Data Collection & Memory Building, we move
the camera to the next pose ct+1. This is done by simple lin-
ear interpolation between ct and ct+1 and capture n images
along the way, including the image It+1 captured from the
camera pose ct+1. We denote these images by I ′t,1, ..., I

′
t,n

so I ′t,n = It+1, and write I ′t,0 := It.
Then, we collect a self-supervision signal for each of the

three modules, which we store in the Memory. Some of the
previous signals can be discarded at the same time, depend-
ing on the size of the Memory.

Depth module. We simply store the consecutive frames
I ′t,1, ..., I

′
t,n, which we will use to train the module in a stan-

dard self-supervised fashion.

Volume occupancy module. We rely on Space Carv-
ing [38] using the predicted depth maps to create a supervi-
sion signal to train the prediction of the volume occupancy
field. Our key idea is as follows: When the whole surface
of the scene is covered with depth maps, a 3D point p ∈ R3

is occupied iff for any depth map d containing p in its field
of view, p is located behind the surface visible in d. Conse-
quently, if we had images covering the entire scene and their
corresponding depth maps, we could compute the complete
occupancy field of the scene by removing all points that are
not located behind depth maps.

In practice, we only have access to the depth maps
d′t,1, ..., d

′
t,n predicted for the images captured so far. We

can still compute an intermediate occupancy field, which
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is an approximation but can be used as supervision signal.
Since it is not reliable far away from the depth maps when
the whole surface has not been covered, we only sample
points around the newly reconstructed surface within a mar-
gin that increases with the total number of depth maps.

Finally, we store in the Memory some of the sampled
points with their occupancy value for future supervision,
and update the value of points already stored in the Memory.

Surface coverage gain module. The process to build su-
pervision values for training the surface coverage gain pre-
diction is as follows. Using the data collected at time steps
i ≤ t, we apply the surface coverage gain module to predict
the surface coverage gain of camera poses c′t,1, ..., c

′
t,n−1.

Then, for each c′t,i, we compute a supervision value for the
coverage gain by counting the number of new visible sur-
face points appearing in the depth map d′t,i. We consider a
surface point to be new if its distance to the previous recon-
structed point cloud St is at least ϵ, where ϵ is a hyperpa-
rameter used for coverage evaluation.

We finally update the surface point cloud St stored in the
Memory. We also store the poses c′t,i and the depth maps
d′t,i, in order to recompute supervision values for surface
coverage gain when sampling from the Memory.

4.4. Memory Replay

During this step, we randomly sample the data stored in
the Memory to train each of the modules as follows. We
add to these samples the newly acquired data, to make sure
the model learns from the current state of the scene. The
more memory replay iterations, the faster the model learns
and converges but the slower it explores.

Depth module. We follow a standard loss from self-
supervised monocular depth prediction literature [23,25,71]
to train the depth prediction module from RGB images. The
only difference is that in our case, we use multiple input im-
ages. We thus predict the depth map for the current image
from the m previously captured images. The loss compares
these images after warping using the predicted depth map
with the same reconstruction loss as [23, 25, 71], which is
a combination of SSIM, L1 and an edge-aware smoothness
loss. We also include in this loss the next image as sug-
gested in [71], since it greatly improves performance.

Volume occupancy module. We train this module by
comparing its predictions, computed from St and the pre-
vious camera poses, to the updated carved occupancy field
computed from the newly acquired data with the MSE loss.

Surface coverage gain module. We rely on a loss differ-
ent from [27] to train the surface coverage gain, which im-
proves performance and interpretability. [27] showed that

(a) Fushimi Castle (b) Statue of Liberty

(c) Pantheon (d) Neuschwanstein Castle

Figure 4. Trajectories computed in real-time by MACARONS
in large 3D structures. MACARONS predicts a NBV at each
time step t to build trajectories that consistently cover most of the
surface of the scene. MACARONS performed 100 NBV iterations
in these images.

its formalism can estimate the surface coverage gain by in-
tegrating over the volume occupancy, but only to a scale fac-
tor that cannot be computed in closed form. Moreover, their
training approach requires to have a dense set of cameras for
each forward pass, since they compute the surface coverage
gain as a distribution over the whole set of camera poses
to compute their loss. They solve this requirement using
many renderings of ShapeNet objects, but such a dense set
is not available in our online self-supervised setting. Also,
their normalization using softmax does not enforce the low-
est visibility gain values to be close to zero.

Since the predicted coverage gains are supposed to be
proportional to the real values, we propose a much simpler
approach that consists in dividing both predicted and super-
vision coverage gains by their respective means on a po-
tentially small set of cameras. We then compare these nor-
malized coverage gains directly with a L1-norm. This sim-
pler loss also enforces the lowest visibility gain values to be
equal to zero. Overall, this loss function applies better con-
straints on the model to target meaningful visibility gains,
and allows for training with less camera poses, which is es-
sential to let our model learn in an online self-supervised
fashion where only a few coverage gain values are available
at real-time. Additional figures showing the proportional-
ity of predicted and true coverage gains are available in the
supplementary material.

5. Experiments
5.1. Implementation

We implemented our model with PyTorch [53] and use
3D data processing tools from PyTorch3D [58], such as ray-
casting renderers to generate RGB images as inputs to our
model. MACARONS learns online to explore large, un-
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(a) Pisa Cathedral (b) Statue of Liberty (c) Pantheon (d) Fushimi Castle (e) Colosseum (f) Dunnottar Castle

(g) Christ the Redeemer (h) Bannerman Castle (i) Alhambra Palace (j) Neuschwanstein Castle (k) Eiffel Tower (l) Manhattan Bridge

Figure 5. Automated reconstruction of large 3D structures from RGB images with our approach MACARONS. Our model recon-
structs the surface in real time during exploration: We show here the reconstruction after 100 NBV iterations. The model has been trained
on a set of previous scenes; all weights are frozen and we only perform inference computation. The first 8 images depict scenes that were
already seen by the model during its online, self-supervised training. The last 4 images depict scenes the model has never seen before.
MACARONS is not only able to reconstruct surfaces thanks to its depth prediction module (even for scenes it has never seen before), but
is also able to optimize its path around the structure and consistently cover most of the surface of the scene thanks to its NBV prediction.

known environments thanks to its self-supervised pipeline
that does not need any 3D input data; After being trained
long enough, we can either freeze the weights and deac-
tivate online learning to save computation time for future
exploration, or let the model continue its training to further
finetune it to novel scenes. We perform online training with
up to 4 GPUs Nvidia Tesla V100 SXM2 32 Go to let the
model explore 4 different scenes in parallel and speed up
the convergence, but we used a single GPU Nvidia GeForce
GTX 1080 Ti for the inference experiments presented be-
low. In our experimental setup, after each NBV selection
step, we perform 5 memory replay iterations for the depth
module and up to 3 for the other modules. We provide ex-
tensive details in the supplementary material.

5.2. Exploration of large 3D scenes

We compare our method to the state of the art for
learning-based NBV computation for dense reconstruction
in large environments. All methods use perfect depth maps
as input except for MACARONS, which takes RGB images
as input. We generate input data from 3D meshes of large
scenes (courtesy of Brian Trepanier and Andrea Spognetta,
under CC License; all models were downloaded from the
website Sketchfab). This dataset was introduced in [27]. To
compare the different methods, we follow [27] and compute
the area under the curve of the evolution of the total surface
coverage during exploration, after 100 NBV iterations, as
presented in Table 1. The surface coverage is computed
using the ground truth meshes. AUCs are averaged on mul-
tiple trajectories in each scene: We use the same starting
camera poses and same sets of candidate camera poses Ct

for each method for fair comparison. For this experiment,
MACARONS was trained on a set of several scenes: The
8 scenes above the bar in Table 1 were seen during online
training (but with different, random starting camera poses
and trajectories), and the 4 scenes below the bar were not.

The other methods were trained on ShapeNet [6] with 3D
supervision since their learning process cannot scale to un-
known, large environments.

During this experiment, we freeze all weights of MAC-
ARONS and only perform inference computation to better
demonstrate the ability of our model to generalize to novel
scenes, even when online learning is deactivated. Even if
it only uses RGB images, our model is able to outperform
the baselines in large environments since, contrary to other
methods, its self-supervised online training strategy allows
it to scale its learning process to any kind of unknown en-
vironment, where no ground truth is available and data has
to be acquired with a camera. Figures 4 and 5 show ex-
amples of trajectories as well as of surface reconstructions
computed with MACARONS.

5.3. Ablation study

Apart from adapting learning-based NBV prediction to
RGB inputs, we proposed both a novel loss to learn the sur-
face coverage gain compared to [27], and a new online train-
ing strategy to let the model learn from any kind of environ-
ment in a self-supervised fashion. To quantify the benefits
of each of these two improvements, we perform two addi-
tional experiments.

First, we use our new loss function to train our volume
occupancy module and surface coverage gain module for
isolated, single objects with explicit 3D supervision on the
ShapeNet dataset [6], similar to [27]. We call the resulting
model MACARONS-NBV. We compare with other meth-
ods in Table 2 and verify that our new loss does not lower
but slightly increases performance compared to the state of
the art for the specific case of single object reconstruction.

Then, we reconstruct 3D scenes with both our full model
and MACARONS-NBV. For the latter, we use perfect depth
maps rather than the depth prediction module. We com-
pare two versions of MACARONS-NBV: One is trained on
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3D scene Random Walk SCONE-Entropy [27] SCONE [27] MACARONS (Ours)

Dunnottar Castle 0.330 ± 0.106 0.381 ± 0.041 0.650 ± 0.093 0.784 ± 0.025
Colosseum 0.312 ± 0.098 0.477 ± 0.023 0.532 ± 0.032 0.629 ± 0.011
Bannerman Castle 0.316 ± 0.106 0.534 ± 0.012 0.552 ± 0.020 0.716 ± 0.029
Pantheon 0.206 ± 0.064 0.338 ± 0.030 0.401 ± 0.030 0.499 ± 0.019
Christ the Redeemer 0.518 ± 0.058 0.836 ± 0.028 0.833 ± 0.037 0.865 ± 0.037
Statue of Liberty 0.296 ± 0.188 0.673 ± 0.025 0.695 ± 0.020 0.708 ± 0.014
Pisa Cathedral 0.327 ± 0.121 0.431 ± 0.024 0.555 ± 0.033 0.661 ± 0.008
Fushimi Castle 0.513 ± 0.091 0.791 ± 0.020 0.806 ± 0.029 0.842 ± 0.019

Alhambra Palace 0.361 ± 0.045 0.425 ± 0.046 0.528 ± 0.030 0.634 ± 0.019
Neuschwanstein Castle 0.396 ± 0.090 0.491 ± 0.039 0.662 ± 0.041 0.760 ± 0.020
Eiffel Tower 0.417 ± 0.074 0.702 ± 0.016 0.753 ± 0.013 0.789 ± 0.010
Manhattan Bridge 0.382 ± 0.092 0.422 ± 0.055 0.745 ± 0.069 0.825 ± 0.034

Average on all scenes 0.364 0.542 0.643 0.726

Table 1. AUCs of surface coverage on large 3D scenes. All methods use perfect depth maps as input except for MACARONS, which
takes RGB images as input. We follow [27] and compute the area under the curve representing the evolution of the total surface coverage
during exploration. The 8 scenes above the bar were seen by MACARONS during self-supervised training (but with different, random
starting camera poses and trajectories), and the 4 scenes below the bar were not. Other methods are trained on ShapeNet [6] with 3D
supervision. Even if it only uses RGB images, our model MACARONS is able to outperform the baselines in large environments since,
contrary to other methods, its self-supervised online training strategy allows it to scale its learning process to any kind of environment.

Categories seen during training Categories not seen during training

Method Airplane Cabinet Car Chair Lamp Sofa Table Vessel Bus Bed Bookshelf Bench Guitar Motorbike Skateboard Pistol Mean

Random 0.745 0.545 0.542 0.724 0.770 0.589 0.710 0.674 0.609 0.619 0.695 0.795 0.795 0.672 0.768 0.614 0.679
Proximity Count [16] 0.800 0.596 0.591 0.772 0.803 0.629 0.753 0.706 0.646 0.645 0.749 0.829 0.854 0.705 0.828 0.660 0.723
Area Factor [65] 0.797 0.585 0.587 0.751 0.801 0.627 0.725 0.714 0.629 0.631 0.742 0.827 0.852 0.718 0.799 0.660 0.715
NBV-Net [48] 0.778 0.576 0.596 0.743 0.791 0.599 0.693 0.667 0.654 0.628 0.729 0.824 0.834 0.710 0.825 0.645 0.706
PC-NBV [80] 0.799 0.612 0.612 0.782 0.800 0.640 0.760 0.719 0.667 0.662 0.740 0.845 0.849 0.728 0.840 0.672 0.733
SCONE [27] 0.827 0.625 0.591 0.782 0.819 0.662 0.792 0.734 0.694 0.689 0.746 0.832 0.860 0.728 0.845 0.717 0.746
MACARONS-NBV 0.830 0.639 0.595 0.771 0.826 0.662 0.810 0.741 0.702 0.690 0.758 0.829 0.852 0.734 0.848 0.732 0.751

Table 2. AUCs of surface coverage for several NBV selection methods for single object reconstruction, as computed on the ShapeNet
test dataset following the protocol of [27,80]. MACARONS-NBV is trained with 3D supervision on the ShapeNet dataset using the new
loss we introduced. Even if our loss is designed for large environments, it still maintains state of the art performance for the specific case
of isolated, single object reconstruction.

MACARONS-NBV MACARONS

Loss from [27] Our loss

AUC of surface coverage 0.561 ± 0.162 0.635 ± 0.148 0.719 ± 0.109

Table 3. Contribution of our new loss and self-supervised
learning process. AUCs of surface coverage in large 3D scenes,
averaged over multiple trajectories in all 12 scenes of the dataset.
Both our new loss and the self-supervised learning process of the
full model lead to dramatic increase in performance.

ShapeNet using the loss from [27], the other is trained us-
ing our new loss. Table 3 shows how our new loss is cru-
cial to increase performance in large scenes, and how self-
supervised learning increases performance even further.

6. Conclusion

Our method can explore large scenes to efficiently recon-
struct them using only a color camera. Beyond the potential
applications, it shows that it is possible to jointly learn to

explore and reconstruct a scene without any 3D input.
We assume the scene to be static, which can be a limita-

tion, however several self-supervised depth prediction mod-
els already showed how to be robust to moving objects [71].
Another limitation is that we assume the pose to be known
as in previous works on NBV prediction. This is reason-
able as the method controls the camera but such control is
never perfect. It would be interesting to estimate the cam-
era pose as well. Since we control the camera, we already
have a very good initialization, which should considerably
help convergence. We also use a very simple path planning
policy from our coverage predictions, by evaluating cam-
era poses sampled in the surroundings at each iteration. It
would be very interesting to consider longer-term planning,
to generate even more efficient trajectories.
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[79] Jure ŽBontar and Yann LeCun. Stereo Matching by Training
a Convolutional Neural Network to Compare Image Patches.
Journal of Machine Learning Research, 2016. 3

[80] Rui Zeng, Wang Zhao, and Yong-Jin Liu. PC-NBV: A Point
Cloud Based Deep Network for Efficient Next Best View
Planning. In International Conference on Intelligent Robots
and Systems, 2020. 2, 8

[81] Feihu Zhang, Victor Prisacariu, Ruigang Yang, and
Philip HS Torr. GA-Net: Guided Aggregation Net for End-
To-End Stereo Matching. In Conference on Computer Vision
and Pattern Recognition, 2019. 3

[82] Feihu Zhang, Xiaojuan Qi, Ruigang Yang, Victor Prisacariu,
Benjamin Wah, and Philip Torr. Domain-Invariant Stereo
Matching Networks. In European Conference on Computer
Vision, 2020. 3

950



[83] Haokui Zhang, Chunhua Shen, Ying Li, Yuanzhouhan Cao,
Yu Liu, and Youliang Yan. Exploiting Temporal Consis-
tency for Real-Time Video Depth Estimation. In Interna-
tional Conference on Computer Vision, 2019. 3

[84] Chaoqiang Zhao, Youmin Zhang, Matteo Poggi, Fabio Tosi,
Xianda Guo, Zheng Zhu, Guan Huang, Yang Tang, and
Stefano Mattoccia. MonoViT: Self-Supervised Monocular
Depth Estimation with a Vision Transformer. In Interna-
tional Conference on 3D Vision, 2022. 3

[85] Tinghui Zhou, Matthew Brown, Noah Snavely, and David
Lowe. Unsupervised Learning of Depth and Ego-Motion
from Video. In Conference on Computer Vision and Pattern
Recognition, 2017. 3

951


