TruFor: Leveraging all-round clues for trustworthy image forgery detection and localization
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Abstract

In this paper we present TruFor, a forensic framework that can be applied to a large variety of image manipulation methods, from classic cheapfakes to more recent manipulations based on deep learning. We rely on the extraction of both high-level and low-level traces through a transformer-based fusion architecture that combines the RGB image and a learned noise-sensitive fingerprint. The latter learns to embed the artifacts related to the camera internal and external processing by training only on real data in a self-supervised manner. Forgeries are detected as deviations from the expected regular pattern that characterizes each pristine image. Looking for anomalies makes the approach able to robustly detect a variety of local manipulations, ensuring generalization. In addition to a pixel-level localization map and a whole-image integrity score, our approach outputs a reliability map that highlights areas where localization predictions may be error-prone. This is particularly important in forensic applications in order to reduce false alarms and allow for a large scale analysis. Extensive experiments on several datasets show that our method is able to reliably detect and localize both cheapfakes and deepfakes manipulations outperforming state-of-the-art works. Code is publicly available at https://grip-unina.github.io/TruFor/.

1. Introduction

Manipulating images has never been easier, with new powerful editing tools appearing by the day. These new opportunities stimulate the creativity of benign and malicious users alike. Previously, crafting a multimedia disinformation campaign required sophisticated skills, and attackers could do little more than copy, replicate or remove objects in an image, classic forms of image manipulations also known as “cheapfakes”. With the explosive growth of deep learning, image manipulation tools have become both easier to use and more powerful, allowing users to generate on-the-fly images of persons that do not exist or to realize credible deepfakes. Diffusion models enable the creation of realistic image edits using natural language prompts, photorealistically adapting the inserted manipulation to the style and lighting of the context [1, 33].

The risks posed by such tools in the wrong hands are obvious. Indeed, in recent years there has been a growing interest on the part of governments and funding agencies in developing forensic tools capable of countering such attacks. A major focus is on local image edits, particularly partial modifications that change the image semantics (for example the partially manipulated image in Fig. 1, where the two real faces have been replaced with GAN-generated ones [26]). Multimedia forensics and related scientific fields have seen a rapid increase in activity in response to such challenges, with a large number of methods and tools proposed for image forgery detection and localiza-

Figure 1. TruFor detects and localizes image forgeries (in yellow). It is based on the extraction of a learned noise-sensitive fingerprint, Noiseprint++, which is combined with the RGB image to output an anomaly localization map. Noiseprint++ is also used jointly with the image to compute the confidence map, which estimates the less reliable regions of the anomaly heatmap (black areas), e.g. the false positive region in lower right. The confidence and anomaly maps are then used together to produce a global integrity score.
tion [38]. Despite considerable advances in the area, current SOTA detectors are not yet performant enough for in-the-wild deployment, due mainly to deficiencies in several areas subject to intense research: i) limited generalization; ii) limited robustness; iii) insufficient detection performance.

Limited generalization is the inability of detectors to cope with out-of-distribution manipulations. Some detectors are built to exploit well-defined low-level features, e.g., traces of JPEG compression, demosaicking or interpolation [2,6,34], while others are typically developed to work well only on specific types of manipulations, like splicing [25,37]. In addition, in a realistic scenario images also undergo numerous forms of non-malicious degradation, (e.g., recompression, resizing, etc) - also called laundering. For example, social networks compress and resize uploaded images, both of which can easily remove forensic traces. Finally, most SOTA methods perform image forgery localization, leaving detection as an afterthought [11], which is typically derived as a global integrity score from the localization heatmap itself [22,36,42]. Few methods address the detection task directly [8,31,39,46]. As a result, detection performance could cause more problems than it solves, with false positives drastically outnumbering true positives.

This work addresses such shortcomings, with a focus on robust detection under varied manipulations. Our aim is to first establish whether the image under analysis has been manipulated or not, and subsequently consider forgery localization only for images where a forgery has been detected. To perform in a real-world scenario where images undergo many post-processing steps that may attenuate forensic traces, our design was guided by the need to leverage information at multiple scales (both low and high-level features) even in complex scenarios. Our framework estimates a confidence map that associates localization results with region-specific uncertainty, allowing many potential false alarms to be rejected. The block diagram of our method is presented in Fig. 1. Overall, in this work we make the following key contributions:

- we propose a new framework, TruFor, which outputs a global integrity score, an anomaly-based localization map and an associated confidence map;
- we propose a new noise-sensitive fingerprint, Noiseprint++, with enhanced robustness to image laundering;
- we combine low-level and high-level evidence to perform anomaly analysis, which together with the confidence analysis provide more reliable decisions;
- we carry out extensive experiments on several benchmarks, considering new and challenging scenarios, and demonstrate that our method achieves state-of-the-art performance in both detection and localization tasks.

### 2. Related Work

**Forensic artifacts.** Low-level artifacts are caused by the in-camera acquisition process, such as the sensor, the lens, the color filter array or the JPEG quantization tables. In all cases, these are very weak traces, that can be highlighted by suppressing the image content by means of high-pass filters or denoising. The most common filters used for this task are the spatial rich models (SRM) [16], often included as a preprocessing step in some CNN models for forensic analysis. In [35] a set of around 30 fixed high-pass filters are used, instead in [3] the high-pass filters are learnt during training. These fixed and trainable filters have been used in many other subsequent works to perform a noise sensitive analysis [8,21,42,44,47]. A different perspective is considered in [12], where the extraction of low-level artifacts is carried out by learning a sort of “camera model fingerprint”, the noiseprint, that bears traces of in-camera processing steps. When a manipulation is present, the noiseprint structure is absent and this anomaly is interpreted as a forgery. In this work we leverage noiseprint and further enhance it so as to make it work in more challenging scenarios.

In general, low-level features are combined with high-level ones to carry out a more effective detection. Pioneering work in the field is the two-branch approach proposed in [47], where the features of the noise and RGB stream are combined together through bilinear pooling. Other works also propose late fusion [8], while others [21,39,42] perform early fusion or even middle fusion [24]. We belong to this last category, but use an approach that fuses noise and RGB channels using cross-modal feature calibration [28].

**Forgery detection vs localization.** The majority of the state-of-the-art methods focus on image localization, with architectures often inspired by semantic segmentation, and detection is a byproduct of such analysis [11]. The integrity score is computed by a suitable post-processing of the localization heatmap aimed at extracting a global decision statistic, such as the average or the maximum value of the heatmap [5,22,42]. Only a few works explicitly treat the detection problem. In particular, some recent approaches [8,29,39,46] jointly train the model both for localization and detection through suitable losses at image-level. In [39,46] global average pooling is applied to the middle features, while in [8] max average pooling is carried out on the localization heatmap. A different perspective can be found in [31], where it is proposed to analyze the whole image avoiding resizing (so as not to lose precious forensics traces) through a gradient checkpointing technique, that helps for the joint optimization of patch-level feature extraction and image-level decision.

Different from current literature, in this paper we explicitly design a forgery detection module that takes as input the anomaly-based map and the confidence map. This addi-
3. Method

In this Section we begin by presenting an overview of TruFor, which is illustrated in Fig. 2. Subsequent subsections will provide the details of each component. First of all, from the input RGB image, $x$, we extract its Noiseprint++, $r = R(x)$, a learned noise-sensitive fingerprint of the same resolution as $x$. Then, both $x$ and $r$ feed two networks that extract the anomaly map $a$ and the confidence map $c$ of the image. These networks have the same encoder-decoder architecture, with a shared encoder that extracts suitable dense features, $f = E(x, r)$, which are processed by the anomaly decoder to extract the anomaly map, $a = D_A(f)$, and by the confidence decoder to extract the confidence map, $c = D_C(f)$. The information gathered in the anomaly map is summarized in a compact descriptor, $h = P(a, c)$, by means of a weighted pooling block, with weights depending on the confidence information. Finally, this descriptor is processed by a classifier which computes an integrity score, $y = C(h)$.

Integrity score, anomaly map and confidence map are all provided to the final user for further analyses. At a first level, only the integrity score is necessary to perform automated forgery detection. In case a fake is detected, the user can dive deeper using the anomaly map to identify manipulated suspected regions, along with the confidence map to distinguish valid predictions of forged regions from random anomalies. For pristine images, instead, the anomaly map does not localize possible forgeries but only random statistical anomalies, and should be discarded.

3.1. Noiseprint++

Motivation. Digital images are marked by a long trail of subtle, invisible traces. These may have many distinct origins, from the unavoidable imperfections of the camera hardware, to the in-camera processing steps of image acquisition, to all the out-camera processes encountered by the image during its lifetime. When images are manipulated, these telltale traces may be corrupted, an event that, if detected, allows one to carry out powerful forensic analyses.

In [12] a deep learning-based method has been proposed to extract from each image its noiseprint, an image-size pattern where all traces related to in-camera processing steps are collected and emphasized. This is trained in a self-supervised manner using only pristine images. While this ensures it can be trained on a large corpus, it shows limited robustness to image impairments induced by out-camera processes. This is a significant shortcoming, considering...
that many forms of impairments are possible during the lifetime of an image. To overcome this limitation, we propose Noiseprint++, an improved image fingerprint which highlights traces related not only to in-camera but also to out-camera processes. In other words, Noiseprint++ captures information not only on the camera model but also on its editing history, improving its reliability.  

**Self-supervised contrastive learning.** The proposed Noiseprint++ extractor learns patch-level self-similarities by means of contrastive learning. Similar to [12], we adopt the DnCNN architecture [45] with 15 trainable layers, 3 input channels, 1 output channel. The extractor is trained on patches of $64 \times 64$ pixels randomly extracted from images of the dataset. Training is aimed at obtaining the same noise-sensitive fingerprint for patches that share the same properties and different noise residuals for patches that are different under some respect. Figure 3, in particular, highlights that two patches are considered different, and hence characterized by different noise residuals, when they (i) come from different sources; (ii) are drawn from different spatial positions; (iii) have different editing histories. These constraints, in turn, aim at telling apart patches (i) generated by different cameras, (ii) moved from one spatial location to another and (iii) coming from images that have been different post-processed. This latter property, in particular, distinguishes Noiseprint++ from its ancestor and improves its effectiveness. We adopt the InfoNCE contrastive loss [23]:

$$
\mathcal{L}_{\text{contr}} = - \sum_{i \in \mathcal{B}} \log \frac{\sum_{j \in \mathcal{N}_i} e^{-s(i,j)}}{\sum_{j \in \mathcal{B} - \{i\}} e^{-s(i,j)}}
$$

where $\mathcal{B}$ is a batch of patches, $s(i, j)$ is the squared Euclidean distance between $i$-th and $j$-th residual patches, and $\mathcal{N}_i$ is the subset of patches with the same origin, position and editing history as the $i$-th patch. During contrastive learning, we introduce a large variety of possible editing operations, such as resizing, compression and illumination changes, for a total of 512 different history pipelines.

In Fig. 4 we show two examples of Noiseprint++ compared to noiseprint and some standard spatial domain residuals (SRM filters), while in Fig. 5 we show a manipulated image where we can notice a JPEG grid misalignment in correspondence to the forged area.

### 3.2. Anomaly localization map

We treat the forgery localization task as a supervised binary segmentation problem and combine the Noiseprint++ information with the high-level features from the RGB image. To this end, we adopt the CMX architecture [28], a cross-modal fusion framework originally designed for multi-modal semantic segmentation, but easily generalizable to other tasks. Features from input image and Noiseprint++ are extracted on two parallel branches which have a shared encoder architecture from a semantic segmentation method. In particular, we rely on SegFormer [43], a hierarchical network based on a Transformer encoder. Interaction is carried out between each stage using a Cross-Modal Feature Rectification Module, which calibrates the information coming from one modality using features ex-
tracted from the other modality. The calibration helps to filter out noisy information of a modality using the knowledge of the other modality. The rectified features of both modalities are provided as input to the Feature Fusion Module, which uses a cross-attention mechanism to merge them into a single feature map. The fused feature maps of all stages represent the input of the decoder, which is used to generate the final anomaly map. For the decoder, we keep the lightweight multilayer perceptron used in SegFormer [43]. Details are provided in the Supplementary.

During phase 2 training, the loss function is a combination of the weighted cross-entropy and the dice loss [32]:

$$\mathcal{L}_2 = \lambda_{ce} \mathcal{L}_{ce} + (1 - \lambda_{ce}) \mathcal{L}_{dice}$$

with $\lambda_{ce}$ set experimentally to 0.3. The weighted cross-entropy loss is defined as

$$\mathcal{L}_{ce} = -\frac{1}{N} \sum_i g_i (1 - a_i) \log (1 - a_i) + \gamma_1 g_i \log a_i$$

with $g_i$ and $a_i$ the $i$-th pixel of the ground truth and estimated anomaly maps respectively, and $N$ the number of pixels in the image. The weights $\gamma_0$ and $\gamma_1$, are set to 0.5 and 2.5 to take into account the imbalance between pristine and fake pixels in the training-set.

### 3.3. Confidence map and integrity score

Many SoTA methods perform localization first, and then use some global statistics of the localization map to perform detection. We also need global statistics about anomalies, but the anomaly map cannot be blindly trusted, as it highlights both manipulated areas and pristine areas with unusual statistics. Hence we propose a method to compute a per-pixel confidence estimate of the predicted anomaly map, which is used to compute robust global statistics for detection. In the pooling block we compute four weighted statistics of the anomaly map, maximum, minimum, average, and mean square, where the weights are drawn from the confidence map and help de-emphasize pristine anomalous areas of the image. In formulas

$$a_{avg} = \sum_i \hat{c}_i a_i; \quad a_{max} = \log \sum_i \hat{c}_i e^{a_i}$$

$$a_{msq} = \sum_i \hat{c}_i a_i^2; \quad a_{min} = -\log \sum_i \hat{c}_i e^{-a_i}$$

where $a_i$ and $\hat{c}_i$ are the values of the anomaly and confidence maps at pixel $i$, respectively, the latter normalized to unit sum, and we adopt a smooth approximation of the minimum and maximum functions. To these features we add the four corresponding features extracted from the confidence map $c_{avg}, c_{msq}, c_{max}, c_{min}$ obtaining eventually a 8-component feature vector, $h$, which is used to predict the integrity score $y$.

The confidence and anomaly maps are generated in parallel, by decoding the same input features with two decoders having the same architecture, as done in [9]. However, while the anomaly values point out statistical outliers, confidence values have to recognize which anomaly values can be trusted. Hence, the confidence decoder must be trained with suitable ad hoc reference data. To this end, we use another map, $t$, the true class probability map [9]:

$$t_i = (1 - g_i) (1 - a_i) + g_i a_i$$

where $g_i$ and $a_i$ are the pixel values of the localization ground truth and of the anomaly map. The ground truth values, $g_i$, are 1 for manipulated pixels and 0 for pristine ones. Therefore, the true class probability map is close to 1 when large anomaly values occur for manipulated pixels or small anomaly values occur for pristine pixels. Instead, it is close to 0 when manipulated pixels are not seen as anomalous or anomalies are detected in pristine data. This latter case is especially important as it may easily lead to false alarms. The confidence decoder must learn to identify and discard these wrong pieces of information. Hence, the confidence loss, $\mathcal{L}_{conf}$, is defined as the mean squared error between the predicted confidence map $c$ and its reference $t$.

Finally, to maximize the system reliability, the confidence decoder is trained jointly with the final binary classifier. Therefore we train this phase using a weighted sum of confidence loss and detection loss

$$\mathcal{L}_3 = \mathcal{L}_{conf} + \lambda_{det} \mathcal{L}_{det}$$

where $\mathcal{L}_{det}$ is the balanced cross-entropy on the predicted image-level integrity score $y$ and $\lambda_{det}$ is set to 0.5.

### 4. Results

#### 4.1. Experimental Setup

**Training.** Our approach includes three separate training steps. First, we train the Noiseprint++ extractor using a large dataset of pristine images publicly available on two popular photo-sharing websites: Flickr (www.flickr.com) and DPReview (www.dpreview.com). The whole dataset contains 24,757 images acquired from 1,475 different camera models (8 to 92 images per model) of 43 brands. Then, we train encoder and decoder of the anomaly localization network using the same datasets as proposed in CAT-Net v2 [24], comprising pristine and fake images with the corresponding ground truths. Finally, using this same dataset, we train the confidence map decoder and the forgery detector. More details on these datasets can be found in the supplementary.

**Testing.** We benchmarked our model on seven publicly available datasets and one more dataset of local manipulations created by us using diffusion models. More specifically, we use CASIA v1 [15], Coverage [40], Columbia
Localization results. In Tab. 1 we show the pixel-level localization performance of image forgery localization. Results are shown for the metric computed using the best threshold per image and using a fixed threshold (0.5). First and second rankings are shown in bold and underlined respectively. For the fixed threshold, Splicebuster and Noiseprint have been evaluated after a Normalization between 0 and 1, since they provide maps in arbitrary ranges.

Metrics. As in most of the previous works, we measure pixel-level performance in terms of F1, and report results using both the best threshold and the default 0.5 threshold. Instead, for image-level analysis we use AUC, which does not require setting a decision threshold, and balanced accuracy, which takes into account both false alarms and missed detection, in which case the threshold is set again to 0.5.

4.2. State-of-the-art comparison

To ensure a fair comparison we considered only methods with code and/or pre-trained models publicly available on-line and run them on the selected testing datasets. Moreover, to avoid biases, we included only the approaches trained on datasets disjoint from the test datasets. Eventually, we included two model-based methods: ADQ [6] that relies on JPEG artifacts, Splicebuster [10] that exploits noise artifacts; and 11 deep learning-based methods: EXIF-SC [22], CR-CNN [44], IF-OSN [41], MVSS-Net [8], PSCC-Net [29], ManTraNet [42], SPAN [21], AdaCFA [2], E2E [31], CAT-Net v2 [24], IF-OSN [41], MVSS-Net [8], PSCC-Net [29], Noiseprint [12]. A brief summary of these methods is provided in Tab. 3.

Detection results. Detection results are shown in Tab. 2. Note that we also consider methods that were not explicitly designed for this task, in which case we use the maximum of the localization map as the detection statistic, as it works better than the mean value. TruFor is the best performer on most datasets, and has the best average performance both in terms of AUC and Accuracy. On the contrary, many methods exhibit a very poor performance, close to random guessing (0.5). This phenomenon is especially acute for accuracy, which is highly sensitive to the choice of threshold (see supplementary). Indeed, lacking a suitable calibration dataset, setting the right threshold is a difficult problem, as also shown in [14]. Unlike most competitors, our approach guarantees an accuracy of almost 80% even in this challenging case.

Robustness analysis. In this section we carry out a robustness analysis on images impaired by compression and resizing. To this end, we use three datasets uploaded on Facebook and Whatsapp - two provided in [41] and our CocoGlide. For compactness, in Tab. 4 we compare results only with the top three competitors according to the F1 performance (fixed threshold) of Tab. 1: IF-OSN, CAT-Net v2, NIST16 [19], DSO-1 [13], and VIPP [7], which are extensively used in the literature and include cheapfakes manipulations, like splicing, copy-move and inpainting. Overall, these datasets comprise a total of 1530 fake images and 1412 real ones. Then, we added OpenForensics [26] a large dataset of face manipulations generated using GAN models, from which we sampled 2000 images, and CocoGlide, including 512 images we generated from the COCO 2017 validation set [27] using the GLIDE diffusion model [33].
and MVSS-Net. TruFor performs consistently better than all competitors, even though IF-OSN was specifically proposed to deal with images transmitted via social networks, while the gap with respect to CAT-Net v2 and MVSS-Net widens significantly.

### Qualitative comparisons
In Fig. 6 we also show some visual results in order to gain a better insight into the quality of the image localization maps and corresponding confidence maps. Together with some fakes, we show some real images, for which the localization map can be erroneous. In these cases we show the anomaly map, which often presents some hot spots that could lead to false positives. Such errors are avoided in detection thanks to the additional confidence map. The user may inspect all these pieces of information to carry out further analyses. More qualitative results are shown in Supplementary.

### 4.3. Ablation study
In order to assess the individual impact of all design choices of our approach, we consider a simple baseline, the
noiseprint-based method proposed in [12], and add the new key components one at a time. Experiments are carried out on a dataset of 1000 manipulated images built by downloading pristine images from the web and editing them locally, so as to simulate a realistic scenario. Tab. 5 shows the results (F1 and AUC) for the noiseprint baseline, the version with Noiseprint++, the method which includes transformer-based segmentation (using as inputs only RGB and only NP++), and the proposed method with joint analysis of Noiseprint++ and RGB image. We also perform this analysis after resizing all images and after resizing and compressing them. The case with strongly impaired images is more challenging, but the proposed method keeps providing a good performance. In general, the inclusion of high-level segmentation information seems to provide the largest improvement, justifying our focus on all-round clues.

With Tab. 6 we study the effect of using the cross-entropy loss alone or jointly with the dice loss, with and without online augmentation with compressed and resized images. On the original data, results (F1 with best threshold) remain pretty stable in all cases. With resized and compressed data, instead, the joint use of cross-entropy and dice loss proves important, especially together with augmentation.

Finally, in Tab. 7 we consider image-level detection and compare our method with two simplified versions that rely on a single global feature, the mean or the maximum of the anomaly map. First of all, it is clear that the mean is a poor decision statistic, and much better AUC results can be obtained by just switching to the maximum. However, even the maximum turns out to be almost useless without a calibration process that helps select a good decision threshold. So, in terms of accuracy, the feature vector used in the proposed method provides a large competitive advantage.


Table 7. Detection ablation results: Image-level AUC and Accuracy (best threshold).

5. Conclusions

In this paper we introduce TruFor, a novel framework for reliable image forgery detection and localization. It is built upon the extraction of a learned noise-sensitive fingerprint, that enhances the in-camera and out-camera artifacts even in challenging scenarios, such as circulation on social networks. The model also provides a confidence map that represents an indication of possible false alarms on pristine areas. Our extensive experimental results demonstrate that our approach has a good generalizability and is able to localize even unknown manipulations, such as the recent DNN-based ones. Furthermore, it can provide reliable and robust detection results at image level thanks to the introduction of the confidence map. Our approach has certain limitations. First, it cannot detect fully generated images. Then, we train the anomaly map and detection score in separate phases, requiring full pixel-level supervision. In future work, we would like to explore end-to-end training, allowing partial supervision from only image-level labels. We would also like to evaluate generalization on more recent generative models for local edits [1, 17].
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