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Abstract

The DETR-like segmentors have underpinned the most recent breakthroughs in semantic segmentation, which end-to-end train a set of queries representing the class prototypes or target segments. Recently, masked attention \cite{8} is proposed to restrict each query to only attend to the foreground regions predicted by the preceding decoder block for easier optimization. Although promising, it relies on the learnable parameterized positional queries which tend to encode the dataset statistics, leading to inaccurate localization for distinct individual queries. In this paper, we propose a simple yet effective query design for semantic segmentation termed Dynamic Focus-aware Positional Queries (DFPQ), which dynamically generates positional queries conditioned on the cross-attention scores from the preceding decoder block and the positional encodings for the corresponding image features, simultaneously. Therefore, our DFPQ preserves rich localization information for the target segments and provides accurate and fine-grained positional priors. In addition, we propose to efficiently deal with high-resolution cross-attention by only aggregating the contextual tokens based on the low-resolution cross-attention scores to perform local relation aggregation. Extensive experiments on ADE20K and Cityscapes show that with the two modifications on Mask2Former, our framework achieves SOTA performance and outperforms Mask2Former by clear margins of 1.1\%, 1.9\%, and 1.1\% single-scale mIoU with ResNet-50, Swin-T, and Swin-B backbones on the ADE20K validation set, respectively. Source code is available at https://github.com/ziplab/FASeg.

1. Introduction

Semantic segmentation aims at assigning each pixel in an image with a semantic class label. As the end-to-end Detection Transformer (DETR) \cite{3,42,49,58} is revolutionizing the paradigm of the object detection task, recent segmentors \cite{8,9,54} follow DETR to learn a set of queries representing the class prototypes or target segments and achieve state-of-the-art performance on semantic segmentation.

In DETR-like frameworks, providing the queries with meaningful positional priors and encourage each query to concentrate on specific regions is essential to learn representative queries \cite{28,43,49,58}. In this spirit, masked attention \cite{8} is proposed, which restricts each query to only attend to a foreground region predicted by the previous decoder block with binary masks. Although promising, the positional priors in masked attention may be inaccurate and deteriorate performance for two reasons. First, each query comprises a content query that contains semantic information and a positional query that provides positional information for the likely locations of the target segments. However, masked attention still relies on positional queries that are randomly initialized learnable parameters \cite{3,40} (Figure 1 (a)), which tend to encode the average statistics across the dataset and cannot reflect the segments with large location variances. Second, since each query only attends to the predicted foreground regions, inaccurate predictions lead to error accumulation across the decoder blocks, especially during an early training stage.

To this end, recent detectors propose to dynamically encode the anchor points into the positional queries to guide queries concentrating around the anchor positions \cite{28,30,43} (Figure 1 (b)). The anchor-based query design mitigates the mentioned issues as the positional queries are dynamically generated for each target object, thus providing more accurate positional priors. In addition, it avoids restricting the queries to only attend to the foreground regions with binary masks to mitigate the error accumulation issue. However, the anchor-based queries cannot describe the fine-grained positional priors for semantic segmentation, which has details, edges, and boundaries \cite{5,6}.

Motivated by the observations that attention scores imply the salient regions for token pruning \cite{24,26}, self-supervised learning \cite{4}, and semantic segmentation \cite{34,56}, in this paper, we propose a simple yet effective query design for semantic segmentation, dubbed Dynamic Focus-aware Positional Queries (DFPQ), which dynamically generates...
the positional queries conditioned on the cross-attention scores of the preceding decoder block and the positional encodings for the corresponding image features, simultaneously (Figure 1 (c)). In this way, our DFPQ preserves the localization information of the target segments, thereby providing accurate and fine-grained positional priors and facilitating progressively locating and refining the target segments. When implementing the positional encodings with more powerful ones like [10], our DFPQ is further empowered with higher capacity to encode the neighbourhood information for the target segments. Compared to the anchor-based positional queries [28, 43], our DFPQ can cover fine-grained locations for the segmentation details, edges, and boundaries which include rich segmentation cues.

In addition, we propose an efficient method named High-Resolution Cross-Attention (HRCA) to mine details for segmenting small regions from the high-resolution feature maps \((1/4 \times 1/4)\) of the original image size. Considering performing cross-attention on high-resolution feature maps requires a formidable amount of memory footprints and computational complexity, e.g., 11G extra floating-point operations with an input resolution of \(512\times 512\), we propose to encode token affinity only on the informative areas of high-resolution feature maps that are indicated important for the localization information of the target segments, thereby providing accurate and fine-grained positional priors, facilitating locating and refining the target segments progressively.

Our main contributions can be summarized as follows:

- We make the pioneering attempt to present a simple yet effective query formulation for semantic segmentation, which provides accurate and fine-grained positional priors to localize the target segments, and mitigates the error accumulation problem while being lightweight with little extra computation.
- We propose an efficient high-resolution cross-attention layer to enrich the segmentation details, which discards the semantically unimportant regions for any target segments in the high-resolution feature maps with affordable memory footprint and computational cost.
- Extensive experiments on ADE20K and Cityscapes datasets demonstrate that simply incorporating our DFPQ and HRCA into Mask2former [8] achieves significant performance gain and outperforms the SOTA methods. For instance, our FASeg outperforms SOTA methods by 1.1%, 1.3%, and 0.9% single-scale mIoU on the ADE20K [57] validation set with ResNet-50, Swin-T, and Swin-B backbones, respectively.

2. Related Work

Semantic segmentation with Transformers. The recent segmentors with Transformers [25, 36, 50, 54] have pushed the horizon for semantic segmentation. In general, these segmentors consist of three modules: a backbone, a neck, and a head. Correspondingly, the recent advances can be roughly split into three orthogonal categories. The first category [14, 46, 48, 50, 52, 53] aims at learning more representative features by improving the backbone, mostly by improving the self-attention mechanism in Transformers. For example, focal self-attention [48] combines both fine-grained and coarse-grained features in a backbone self-attention layer. To provide better multi-scale features with neck, the second category [22, 23, 34, 34, 45] improves the feature pyramid network (FPN) [27] or pyramid scene parsing (PSP) [55] structure. For instance, SegFormer [45] simplifies FPN under the Transformer backbone to achieve a better accuracy-efficiency trade-off, and SegDeformer [34] adds external memory tokens to preserve the global information. The third category implements the head with Transformer and conduct set prediction following the DETR-like end-to-end framework [3]. In DETR-like framework, target segments are represented by a set of queries. Considering the importance of providing positional priors for
the queries [28, 30, 43], masked attention [8] is proposed to restrict the cross-attention only to the local features. Our work also aims at providing better positional priors. In contrast to [8], we follow the recent detectors [28, 43] to provide accurate positional priors with dynamic positional queries rather than the learnable parameterized positional queries [3]. Differently, our DFPQ provides fine-grained positional priors that can cover the locations for fine segmentation details, edges, and boundaries. Very recent work [25] proposes a versatile multi-task head structure to share the mutual information among the segmentation and detection tasks, which however, is not directly comparable to our work.  

**Positional encodings for Transformers.** Both self-attention and cross-attention for Transformers are permutation-equivalent. Therefore, Positional Encodings (PE) play an essential role in introducing the order of the sequence. In general, the positional encodings include: absolute PE that is generated with sinusoidal functions [35, 40] or being entirely learnable parameters [19, 29]; relative PE that encodes distances between the input tokens [12, 32]; and conditional PE, which is dynamically generated, e.g., PEG [10] generates positional encodings with depth-wise convolution conditioned on the local neighbourhood information. In the same spirit, our DFPQ is also dynamically generated by exploring the idea of conditional encoding [38, 47], thus delivering higher generalization capability, cross-attention scores are conditional on the PE for the image features, which however, is not directly comparable to our work.  

![Cross-attention](https://via.placeholder.com/150)

Crs-Attention($Q, K, V$) = \[
\text{softmax} \left( \frac{QK^T}{\sqrt{D}} \right) V,
\]  
where $V \in \mathbb{R}^{HW \times D}$ is also the image features in the DETR-like frameworks [3, 9, 54] and we omit all the linear projections and bias terms for simplicity. From Eq. (1), we can interpret the cross-attention as aggregating image context based on the dot-product similarity between $Q$ and $K$. Since both the content parts and the positional parts for $Q$ and $K$ contribute to calculating the attention scores, similarities for both parts are considered. Therefore, content similarity contributes to mining the correlation between the object queries and the image features, while positional similarity provides positional priors for each target segment.  

### 3.2. Dynamic Focus-aware Positional Queries

In this work, we aim to develop positional queries that provide effective positional priors under DETR-like frameworks for semantic segmentation. We argue that generating positional queries conditioned on cross-attention scores has three good properties. First, the cross-attention scores indicate the areas with rich context and may directly reflect the localization information for the target segments [4, 56]. Therefore, when stacking several decoder blocks with cross-attention layers in DETR-like frameworks, the localization information in the preceding block is helpful for progressively locating the target segments in the later blocks, especially when the blocks handle features at different scales [8, 23]. Second, cross-attention scores are dynamically generated. In contrast to the content-agnostic positional queries as learnable parameters in [3], which tend to encode statistics across the dataset and limit models’ generalization capability, cross-attention scores are conditional on each target segment reflecting the specific contextual locations, thereby being more accurate. Finally, the cross-attention scores can cover fine-grained segmentation details, edges, and boundaries instead of encoding only a single center or anchor point alike [28, 43].
Therefore, we propose to generate the positional queries conditional on the cross-attention scores of the preceding decoder block and the positional encodings for the corresponding image features, simultaneously, as shown in Figure 2 (a). Specifically, since the positional encodings $K_p$ for the image features preserve the positional information, we form our DFPQ by aggregating $K_p$ as indicated by the cross-attention scores $A$ in the cross-attention layer of the preceding decoder block, which can be formulated as

$$Q^t_p = h(A^{t-1}K_p + B),$$  

where $t$ is the index of the $t$-th Transformer decoder block, $A^{t-1} = \mathbb{R}^{N \times HW}$ is the cross-attention scores from the $(t-1)$-th Transformer decoder block, $B \in \mathbb{R}^{N \times D}$ is learnable network parameters, and $h$ is a two-layered MLP with ReLU non-linearity in between. Note that the bias term $B$ is the original randomly initialized learnable positional queries, which we employ to stable the training in an early training stage. In this way, we dynamically generate DFPQ to provide positional priors for the target segments. It can also cover the fine-grained segmentation cues that are not restricted by anchor points.

Note that as our DFPQ directly aggregates the positional information, implementing DFPQ with different $K_p$ leads to distinct behaviours. When implementing $K_p$ with the absolute sinusoidal function, the resulting DFPQ reflects an anchor point alike [28,43] instead of the target areas. In this case, we implement $K_p$ with conditional positional encodings [10] to further encode the neighbourhood information and preserve the implicit positional priors for localization of the target segments. We empirically investigate the effect of different positional encodings in Section 4.2.

### 3.3. Efficient High-resolution Cross-attention

As demonstrated by the prior arts [23,38], high-resolution image features are important for segmenting small regions. However, modelling cross-attention between object queries and high-resolution image features requires an unbearable amount of memory footprints and computational cost. In this case, we propose an efficient High-Resolution Cross-Attention (HRCA) layer to mine details from high-resolution feature maps with affordable memory burden. Specifically, we first select the top-$k$ pixels from the low-resolution image features with the highest cross-attention scores for all object queries. We then map these areas to the high-resolution feature map positions in a top-down manner and only perform cross-attention on these positions. Formally, we first get the low-resolution cross-attention scores $A_l$, and then derive its high-resolution counterpart $A_h = f(A_l)$ with bilinear upsampling operation $f(\cdot)$. We next include the top-$k$ pixels in $A_h$ with the highest scores into set $\Omega$, and the efficient HRCA can be formulated as

$$HRCA(Q, K, V, \Omega) = \text{softmax} \left( \frac{QK'^T}{\sqrt{D}} \right) V',$$  

where $K' = g(K, \Omega), V' = g(V, \Omega)$ and $g$ is the indexing operation. In this way, we only perform cross-attention...
on the informative areas for high-resolution feature maps, thereby saving considerable resource consumption.

Our HRCA is closely related to the previous sparse attention methods [1, 37, 41, 51] that only attend to a part of the entire sequence. Differently, our HRCA is specialized to the DETR-like frameworks, which determines the informative pixels based on their contribution to the target segments instead of the other pixels. One similar work to our HRCA is the RCDA module [43], which is a representative sparse cross-attention method that decouples cross-attention into a row-wise and column-wise attention to reduce the memory and computation cost. We include the comparison between our HRCA and RCDA [43] in Section 4.2.

### 3.4. Focus-aware Segmentation Framework

We first briefly introduce Mask2former [8], which consists of backbone, neck, and head as introduced in Section 2 with the neck and head named “Pixel Decoder” and “Transformer Decoder”, respectively. In Mask2former, Pixel Decoder fuses the features at multiple scales following [27, 58]. Transformer Decoder cascades three blocks which model the cross-attention between the object queries and the image features of $1/32 \times 1/32$, $1/16 \times 1/16$, and $1/8 \times 1/8$ of the original image resolution, respectively. The Transformer Decoder is repeated three times. We refer readers to [8, 9] for more details.

We develop our FASeg upon the Mask2former [8] framework by simply incorporating our DFPQ and HRCA. The overview of our FASeg is depicted in Figure 2 (b). We first provide more accurate and fine-grained positional priors for Mask2former with DFPQ (Section 3.2). We apply DFPQ in the cross-attention layers for each decoder block to provide good positional priors for aggregating the contextual image features to locate target segments. In this way, we progressively localize the target segments as we go deeper in the decoder blocks. Since there are no cross-attention scores before the first Transformer decoder block, we obtain the DFPQ for the first block by performing average pooling on the predicted foreground mask from the auxiliary prediction head as introduced in [8]. Next, we employ HRCA (Section 3.3) to enrich the segmentation details with affordable peak-time memory footprints and computational complexity. We add a fourth decoder block equipped with HRCA to model cross-attention on the high-resolution feature maps after the cascaded three decoder blocks that are already in Mask2former in a top-down manner. With the two simple modifications, our FASeg achieves solid performance gain over the original Mask2former (See Section 4.1).

### 4. Experiments

**Implementation details.** Unless otherwise specified, we adopt the same training settings and implementation details as in Mask2former [8]. For our efficient HRCA in

<table>
<thead>
<tr>
<th>Method</th>
<th>Backbone</th>
<th>mIoU s.s. (%)</th>
<th>mIoU m.s. (%)</th>
<th>#P</th>
<th>#F</th>
</tr>
</thead>
<tbody>
<tr>
<td>Swin-T</td>
<td>R50</td>
<td>49.6</td>
<td>51.3</td>
<td>54</td>
<td>75</td>
</tr>
<tr>
<td>Swin-B</td>
<td>R50</td>
<td>51.8</td>
<td>-</td>
<td>204</td>
<td>242</td>
</tr>
<tr>
<td>Swin-L</td>
<td>R50</td>
<td>53.9</td>
<td>55.1</td>
<td>107</td>
<td>223</td>
</tr>
</tbody>
</table>

Table 2. Performance comparisons with the state-of-the-art semantic segmentation methods on Cityscapes val [11]. We report single-scale (s.s.) inference results. #P and #F indicate the number of parameters (M) and FLOPs (G).

<table>
<thead>
<tr>
<th>Method</th>
<th>Backbone</th>
<th>mIoU s.s. (%)</th>
<th>#P</th>
<th>#F</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mask2former</td>
<td>R50</td>
<td>79.6</td>
<td>41</td>
<td>405</td>
</tr>
<tr>
<td>Senformer</td>
<td>R50</td>
<td>79.8</td>
<td>144</td>
<td>1,317</td>
</tr>
<tr>
<td>DeepLab V3+</td>
<td>R50</td>
<td>79.0</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Mask2former</td>
<td>R50</td>
<td>79.4</td>
<td>44</td>
<td>526</td>
</tr>
<tr>
<td>Maskformer</td>
<td>R101</td>
<td>79.1</td>
<td>60</td>
<td>561</td>
</tr>
<tr>
<td>Mask2former</td>
<td>R101</td>
<td>80.1</td>
<td>67</td>
<td>628</td>
</tr>
<tr>
<td>Senformer</td>
<td>R101</td>
<td>80.3</td>
<td>162</td>
<td>1,473</td>
</tr>
<tr>
<td>FASeg (ours)</td>
<td>R50</td>
<td>80.5</td>
<td>67</td>
<td>533</td>
</tr>
</tbody>
</table>

Section 3.3, we select $\Omega = [HW/32]$ from the low-resolution feature maps ($1/32 \times 1/32$ of the original image size). By default, we train our models with a batch size of 16 on 8 NVIDIA V100 GPUs. We adopt ResNet [21] and Swin Transformer [29] pre-trained backbones. For ResNet [21], we use the ResNet-50 (R50) variant. For Swin Transformer [29], we use the Swin-T, Swin-B, and Swin-L backbones where Swin-B and Swin-L are pre-trained on ImageNet-22k [13]. Unless specified, we adopt all training settings the same as the default settings of FASeg with R50 [21] backbone on ADE20K val [57] with 150 categories for ablation experiments. We conduct the main
experiments and ablation studies with the same seeds as Mask2Former to seek fair comparisons.

**Datasets.** We conduct our experiments on ADE20K [57] and Cityscapes [11]. ADE20K [57] is one of the most challenging large-scale datasets for semantic segmentation, which covers 150 fine-grained semantic concepts, where the training set and validation set contain 20,210 and 2,000 images, respectively. Cityscapes [11] is an urban street-view dataset with high-resolution images from 50 cities with 19 semantic classes, which consists of 2,975 images for the training set and 2,725 images for the validation set.

**Evaluation metrics.** We use single-scale (s.s.) and multi-scale (m.s.) mean Intersection over Union (mIoU) [17] as the evaluation metric. We also compare models in terms of their model size (number of parameters) and computational complexity with Floating-point Operations (FLOPs) to evaluate the efficiency of these models. For ablation studies on HRCA, we also show the training-time GPU memory consumption. For ADE20K [57] and Cityscapes [11], we calculate FLOPs with fixed 512 × 512 and 1024 × 2048 image size, respectively.

**Compared methods.** We compare our method with the SOTA semantic segmentation methods, including DeepLab V3+ [6], UperNet [44], MaskFormer [9], SenFormer [2], PFD [31] and Mask2Former [8]. Among them, SenFormer [2], PFD [31] and Mask2Former [8] are the recent Transformer-based segmentors, where PFD learns a hierarchy of latent queries to enrich the multi-scale information and SenFormer ensembles the multi-scale predictions. We refer the readers to Section 2 for more details.

### 4.1. Main Results

We compare our FASeg with state-of-the-art semantic segmentation methods on ADE20K val [57] and Cityscapes val [11]. The results are reported in Tables 1 and 2. We observe that on ADE20K val (Table 1), with affordable number of extra parameters and FLOPs, our FASeg consistently outperforms the SOTA methods. Specifically, FASeg achieves 48.3%, 49.6%, 55.0%, and 56.3% mIoU for single-scale inference, outperforming the SOTA methods by 1.1%, 1.3%, 0.9%, and 0.2% on R50, Swin-T, Swin-B, and Swin-L backbones, respectively. The solid performance gain demonstrates the superiority of our FASeg framework. Our FASeg has more improvements with the smaller backbones (e.g., R50, Swin-T, and Swin-B). We conjecture that localizing the contextual features with smaller backbones under inferior representational capability is challenging. Nevertheless, our DFPQ provides more accurate positional priors, which ease the localization difficulty and lead to better results. For the comparisons on Cityscapes val in Table 2, we observe that with the R50 backbone, our FASeg outperforms all the SOTA methods under desirable numbers of parameters and FLOPs. Surprisingly, FASeg even outperforms the SOTA methods employing the R101 backbone, which demonstrates the effectiveness of our FASeg.

To further investigate the flexibility and potential of our main contribution DFPQ, we show more experiments on instance segmentation in the supplementary material.

We next show some qualitative results in Figure 3 and find that our FASeg provides more accurate predictions with finer details. The improved segmentation results again show the superiority of our DFPQ and HRCA. We include more qualitative results in the supplementary material.

### 4.2. Ablation Study

**Effect of** $K_p$. We investigate the effect of the positional encodings $K_p$ for the image features on ADE20k val with R50 backbone. The results are reported in Table 3. We observe that different $K_p$ have similar performance for Mask2former [8]. However, more powerful $K_p$ leads to much higher performance for our FASeg. For instance, FASeg with conditional positional encodings [10] outperforms Mask2former counterpart and FASeg with sinusoidal positional encodings [3] by 1.0% and 1.4% mIoU, respectively. The reason is that compared to Mask2former, our FASeg additionally aggregates $K_p$ to get DFPQ as explained in Section 3.2. Therefore, more powerful $K_p$ leads to higher representational capability of DFPQ that boosts the performance. We also find that with sinusoidal positional encodings, FASeg has even lower performance than Mask2former as the DFPQ aggregated from sinusoidal positional encodings reflects a single anchor point which can-

<table>
<thead>
<tr>
<th>$K_p$</th>
<th>Mask2former [8]</th>
<th>FASeg</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sinusoidal [3]</td>
<td>47.2</td>
<td>46.9</td>
</tr>
<tr>
<td>Learnable absolute [19]</td>
<td>47.0</td>
<td>47.5</td>
</tr>
<tr>
<td>Conditional [10]</td>
<td>47.3</td>
<td>48.3</td>
</tr>
</tbody>
</table>

Table 3. Effect of the positional encodings $K_p$ for the image features on ADE20k val [57] with 150 categories.

<table>
<thead>
<tr>
<th>DFPQ HRCA</th>
<th>ADE20k val</th>
<th>Cityscapes val</th>
<th>#P</th>
<th>#F</th>
</tr>
</thead>
<tbody>
<tr>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>47.2</td>
<td>79.4</td>
</tr>
<tr>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>47.7</td>
<td>80.0</td>
</tr>
<tr>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>47.6</td>
<td>79.8</td>
</tr>
<tr>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>48.3</td>
<td>80.5</td>
</tr>
</tbody>
</table>

Table 4. Ablation study for FASeg on ADE20k val [57] and Cityscapes val [11]. #P and #F indicate the number of parameters (M) and FLOPs (G) evaluated on 512 × 512 images.

<table>
<thead>
<tr>
<th>Method</th>
<th>mIoU s.s.(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Learnable positional queries</td>
<td>46.9</td>
</tr>
<tr>
<td>Pre-defined grid anchor positional queries</td>
<td>46.6</td>
</tr>
<tr>
<td>Dynamic anchor positional queries</td>
<td>47.0</td>
</tr>
<tr>
<td>Dynamic foreground positional queries</td>
<td>47.8</td>
</tr>
<tr>
<td>DFPQ</td>
<td>48.3</td>
</tr>
</tbody>
</table>

Table 5. Performance comparisons between DFPQ and other positional queries variants on ADE20k val [57] with 150 categories.
not cover the fine-grained segmentation cues.

**Effectiveness of DFPQ and HRCA.** We investigate the effectiveness of our DFPQ and HRCA on ADE20k val and Cityscapes val with the ResNet-50 backbone. The results are reported in Table 4. We observe that both DFPQ and HRCA gain clear margins from the vanilla Mask2former [8]. To be specific, integrating DFPQ on Mask2former boosts the performance by 0.5% and 0.6% mIoU on ADE20k val and Cityscapes val, respectively, with barely any extra parameter and computational cost. It is indicated that DFPQ is lightweight and contributes largely on the performance gain. Employing HRCA on Mask2former leads to 0.4% mIoU gain on both datasets, which however, has 6M more parameters and 1G higher FLOPs. The additional parameters and FLOPs are brought by the extra decoder layers handling high-resolution image features. Finally, our FASeg with both DFPQ and HRCA improves 1.1% mIoU for both ADE20k val and Cityscapes val, demonstrating the superiority of our FASeg.

**DFPQ vs. other positional queries.** We investigate the effectiveness of our DFPQ and compare it with other learnable query variants on ADE20K val [57]. The results are presented in Table 5. Here we adopt all the other settings the same as our FASeg with the R50 backbone and only differ the positional queries for all the competitors. Specifically, we compare with four settings: 1) learnable parameterized positional queries that are randomly initialized [3]; 2) positional queries as the pre-defined grid anchor points akin to [43]; 3) positional queries dynamically generated from the center of the foreground masks predicted by the previous layer similar to [28]; 4) positional queries dynamically generated from the entire predicted foreground masks. We find that our DFPQ outperforms all the competitors by large margins. For example, our DFPQ achieves 1.7% and 1.3% higher mIoU than the pre-defined grid and dynamic anchor positional queries, respectively. It is suggested that our DFPQ better suits semantic segmentation than the other positional query variants. We also visualize cross-attention maps among the different positional queries in Figure 4. We observe that our DFPQ (Figure 4 (c)) helps generate more compact and consistent cross-attention maps focusing on the target segments than the learnable parameterized positional queries (Figure 4 (a)) and dynamic anchor positional queries (Figure 4 (b)).

**HRCA vs. other efficient cross-attention methods.** We investigate the effectiveness of our HRCA and compare it with other cross-attention methods on ADE20k val. The results are reported in Table 6. For a fair comparison, we only replace HRCA for the other efficient cross-attention methods on our FASeg with the R50 backbone. We compare with three baselines: 1) the vanilla cross-attention that models the entire high-resolution features; 2) our HRCA with randomly sampled top-k pixels to form set \( \Omega \) that \( |\Omega| \) is the same as HRCA; 3) RCDA [43] that the cross-attention is decoupled to a row-wise and column-wise attention as introduced in Section 3.3. We empirically find that compared with the vanilla cross-attention, our HRCA achieves 1.0% mIoU gain while exhibiting 1,108M lower training-time GPU memory and 11G lower FLOPs. Our HRCA also outperforms the two efficient cross-attention methods by large margins. For example, HRCA achieves 0.8% higher mIoU than RCDA with marginally increased training-time memory. The results demonstrate the superiority of our HRCA for efficiently identifying and utilizing contextual tokens in high-resolution features.

**Effect of \( |\Omega| \) in HRCA.** We then investigate how \( |\Omega| \) affects the performance, memory consumption and computational complexity on FASeg with R50 backbone on ADE20k val. The results are reported in Table 7. \( |\Omega| \) determines the number of contextual tokens used in attention as introduced in Section 3.3. Here we measure the memory consumption by the training-time memory with a batch size of 4 on a single GPU. In the vanilla cross-attention layers, cross-attention attends to the entire feature maps from the encoder, in which case \( |\Omega| = HW \). We observe that our HRCA outperforms the vanilla cross-attention by a signifi-

<table>
<thead>
<tr>
<th>Method</th>
<th>mIoU s.s. (%)</th>
<th>Training Memory (M)</th>
<th>#F</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vanilla</td>
<td>47.3</td>
<td>7,451</td>
<td>83</td>
</tr>
<tr>
<td>Random ( \Omega )</td>
<td>46.7</td>
<td>6,343</td>
<td>72</td>
</tr>
<tr>
<td>RCDA</td>
<td>47.5</td>
<td>6,082</td>
<td>72</td>
</tr>
<tr>
<td>HRCA</td>
<td>48.3</td>
<td>6,343</td>
<td>72</td>
</tr>
</tbody>
</table>

Table 7. Effect of \( |\Omega| \) in our efficient HRCA on ADE20K val [57] with 150 categories. #F indicates the number of FLOPs (G).

\[ |\Omega| = \begin{cases} 
HW, & \text{Vanilla} \\
\lfloor HW/16 \rfloor, & \text{Random } \Omega \\
\lfloor HW/32 \rfloor, & \text{RCDA} \\
\lfloor HW/64 \rfloor, & \text{HRCA} 
\end{cases} \]

![Figure 3. Qualitative results on the ADE20K val [57]. Compared to Mask2former [8], our FASeg predicts masks with finer details and yields more accurate predictions.](image-url)
Figure 4. Visualizations of the cross-attention maps for learnable positional queries ([3, 8]), dynamic anchor positional queries (alike [28]) and our DFPQ. We show the visualizations for the normalized cross-attention maps in the last three decoder blocks and indicate the target segments in the red boxes. The cross-attention maps with the learnable positional queries and the dynamic anchor positional queries are often scattered without a clear focus and mix up different segments, while the cross-attention maps with DFPQ are more compact and consistent to reflect the target segments.

Table 8. Effect of applying HRCA to other high-resolution feature scales for FASeg with Swin-B Backbone on ADE20K val [57] with 150 categories.

<table>
<thead>
<tr>
<th>Feature Scale</th>
<th>mIoU s.s. (%)</th>
<th>Training Memory (M)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/4 × 1/4</td>
<td>✓</td>
<td>55.0</td>
</tr>
<tr>
<td>1/8 × 1/8</td>
<td>✓ ✓</td>
<td>54.9</td>
</tr>
<tr>
<td>1/8 × 1/8</td>
<td>✓</td>
<td>54.8</td>
</tr>
</tbody>
</table>

We conjecture that the sparse property [16, 18] has reduced the redundancy in high-resolution feature maps in our HRCA and leads to higher performance and efficiency. Since our HRCA achieves the highest performance when |Ω| = ⌊HW/32⌋, we set |Ω| = ⌊HW/32⌋ by default for all the other experiments.

Effect of applying HRCA to other high-resolution feature scales. By default, HRCA is applied only to the high-resolution 1/4 × 1/4 feature scale. We explore applying HRCA to 1/8 × 1/8 and both 1/4 × 1/4 and 1/8 × 1/8 feature scales for FASeg with Swin-B backbone on ADE20k val. We measure the training-time memory consumption with a batch size of 4 on a single GPU and report the results in Table 8. We find that the performance only fluctuates within 0.2% mIoU. In particular, modeling the cross-attention only on the 1/8 × 1/8 feature scale with HRCA saves more than 2,000M training-time memory, suggesting the potential for extending HRCA to more high-resolution features to alleviate the memory burden.

5. Conclusion

In this paper, we have explored providing positional priors with positional queries for the DETR-style semantic segmentation. Specifically, we have proposed to dynamically generate the positional queries conditioned on the cross-attention scores of the preceding decoder block and the positional encodings for the corresponding image features, simultaneously. We have found that our novel query design delivers more accurate and fine-grained positional priors facilitating localizing the target segments progressively. To mitigate the training-time memory cost when modeling cross-attention on high-resolution feature maps, we have presented an efficient approach to only aggregate the contextual tokens from the high-resolution feature maps, which is shown to learn low-level details with affordable memory and computations. Finally, we have conducted extensive experiments to demonstrate the effectiveness of our proposed framework on the semantic segmentation task and its potential to be extended to other segmentation tasks.

Limitations and societal impact. Although our HRCA enriches the segmentation details with affordable memory and computations, it still requires more parameters. To this end, we will explore slimming [7, 20] or reusing [33] these blocks to save parameters. Another potential future direction is to explore the explainability of the positional priors generated by our DFPQ. Our technical innovations do not appear to have any negative societal impacts. However, the trained model may deliver unstable or biased predictions with training data that is not reviewed properly.
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