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Abstract

Recent attention in instance segmentation has focused on query-based models. Despite being non-maximum suppression (NMS)-free and end-to-end, the superiority of these models on high-accuracy real-time benchmarks has not been well demonstrated. In this paper, we show the strong potential of query-based models on efficient instance segmentation algorithm designs. We present FastInst, a simple, effective query-based framework for real-time instance segmentation. FastInst can execute at a real-time speed (i.e., 32.5 FPS) while yielding an AP of more than 40 (i.e., 40.5 AP) on COCO test-dev without bells and whistles. Specifically, FastInst follows the meta-architecture of recently introduced Mask2Former. Its key designs include instance activation-guided queries, dual-path update strategy, and ground truth mask-guided learning, which enable us to use lighter pixel decoders, fewer Transformer decoder layers, while achieving better performance. The experiments show that FastInst outperforms most state-of-the-art real-time counterparts, including strong fully convolutional baselines, in both speed and accuracy. Code can be found at https://github.com/junjiehe96/FastInst.

1. Introduction

Instance segmentation aims to segment all objects of interest in an image. The mainstream methods like Mask R-CNN [5, 15, 19, 28] follow the design of detection-then-segmentation. Despite being simple and intuitive, those methods generate a lot of duplicate region proposals that introduce redundant computations. To improve efficiency, many single-stage methods [2, 8, 23, 42] built upon Fully Convolutional Networks (FCNs) [29] appear. They segment objects end-to-end without region proposals. The inference speed of such methods is appealing, especially in real-time scenes. However, due to the dense predictions, the classical single-stage methods still rely on manually-designed post-processing steps like non-maximum suppression (NMS).

Recently, with the success of DETR [4] in object detection, query-based single-stage instance segmentation methods [9, 10, 25, 43] have emerged. Instead of convolution, they exploit the versatile and powerful attention mechanism [39] combined with a sequence of learnable queries to infer the object class and segmentation mask. For example, Mask2Former [9] simplifies the workflow of instance segmentation by adding a pixel decoder and a masked-attention Transformer decoder on top of a backbone. Unlike previous methods [15, 42], Mask2Former does not require additional handcrafted components, such as training target assignment and NMS post-processing. While being simple, Mask2Former has its own issues: (1) it requires a large number of decoder layers to decode the object queries since its queries are learned static and need a lengthy process to refine; (2) It relies upon a heavy pixel decoder, e.g., multi-scale deformable attention Transformer (MSDeformAttn) [50], because its object segmentation mask straightforwardly depends on the output of the pixel decoder, which...
is used as a per-pixel embedding feature for distinguishing different objects; (3) masked attention restricts the receptive field of each query, which may cause the Transformer decoder to fall into a suboptimal query update process. Although Mask2Former achieves outstanding performance, its superiority on fast, efficient instance segmentation has not been well demonstrated, which yet is critical for many real-world applications such as self-driving cars and robotics. In fact, due to the lack of prior knowledge and the high computational complexity of the attention mechanism, the efficiency of query-based models is generally unsatisfactory [9, 18, 25]. The efficient real-time instance segmentation benchmarks are still dominated by classical convolution-based models [11, 42].

In this paper, we fill this gap by proposing FastInst, a concise and effective query-based framework for real-time instance segmentation. We demonstrate that the query-based model can achieve outstanding performance on the instance segmentation task while maintaining a fast speed, showing great potential in efficient instance segmentation algorithm design. As an example, our designed fastest query-based model with ResNet-50 [16] backbone achieves 35.6 AP at 53.8 FPS (frames-per-second) on the COCO [27] test-dev, evaluated on a single V100 GPU (see Figure 1); moreover, our best trade-off model can execute at a real-time speed, i.e., 32.5 FPS, while yielding an AP of more than 40, i.e., 40.5 AP, which to the best of our knowledge, has not yet been achieved in previous methods.

Specifically, our model follows the meta-architecture of Mask2Former [9]. To achieve efficient real-time instance segmentation, we have proposed three key techniques. First, we use instance activation-guided queries, which dynamically pick the pixel embeddings with high semantics from the underlying feature map as the initial queries for the Transformer decoder. Compared with static zero [4] or learnable [9, 10] queries, these picked queries contain rich embedding information about potential objects and reduce the iteration update burden of the Transformer decoder. Second, we adopt a dual-path architecture in the Transformer decoder where the query features and the pixel features are updated alternately. Such a design enhances the representational ability of pixel features and saves us from the heavy pixel decoder design. Moreover, it makes a direct communication between query features and pixel features, which speeds up the iterative update convergence and effectively reduces the dependence on the number of decoder layers. Third, to prevent the masked attention from falling into a suboptimal query update process, we introduce ground truth mask-guided learning. We replace the mask used in the standard masked attention with the last-layer bipartite matched ground truth mask to forward the Transformer decoder again and use a fixed matching assignment to supervise the outputs. This guidance allows each query to see the whole region of its target predicted object during training and helps masked attention attend within a more appropriate foreground region.

We evaluate FastInst on the challenging MS COCO dataset [27]. As shown in Figure 1, FastInst obtains strong performance on the COCO benchmark while staying fast, surpassing most of the previous state-of-the-art methods. We hope FastInst can serve as a new baseline for real-time instance segmentation and advance the development of query-based instance segmentation models.

2. Related Work

Existing instance segmentation techniques can be grouped into three classes, i.e., region-based methods, instance activation-based methods, and query-based methods.

Region-based methods first detect object bounding boxes and then apply RoI operations such as RoI-Pooling [34] or RoI-Align [15] to extract region features for object classification and mask generation. As a pioneering work, Mask R-CNN [15] adds a mask branch on top of Faster R-CNN [34] to predict the segmentation mask for each object. Follow-up methods either focus on improving the precision of detected bounding boxes [3, 5] or address the low-quality segmentation mask arising in Mask R-CNN [12, 21, 36]. Although the performance has been advanced on several benchmarks, these region-based methods suffer from a lot of duplicated region proposals that hurt the model’s efficiency.

Instance activation-based methods employ some meaningful pixels to represent the object and train the features of these pixels to be activated for the segmentation during the prediction. A typical class of such methods is based on the center activation [2, 37, 42, 47], which forces the center pixels of the object to correspond to the segmentation and classification. For example, SOLO [41, 42] exploits the center features of the object to predict a mask kernel for the segmentation. MEInst [46] and CondInst [37] build the model upon the center-activation-based detector FCOS [38] with an additional branch of predicting mask embedding vectors for dynamic convolution. Recently, SparseInst [11] learns a weighted pixel combination to represent the object. The proposed FastInst exploits the pixels located in the object region with the high class semantics as the representation of the object and extracts their features as the queries.

tion and image segmentation tasks, obtaining great results on instance segmentation. Despite the outstanding performance, query-based models are usually too computationally expensive to be applied in the real world. Compared with convolutional networks [11, 42], their advantages on fast, efficient instance segmentation have not been well demonstrated. Our goal is to leverage the powerful modeling capabilities of the Transformer while designing an efficient, concise, and real-time instance segmentation scheme to promote the application of query-based segmentation methods. In addition, many works [40, 45] also utilize the dual-path Transformer architecture in image segmentation tasks. However, their designs are generally complex and hard to deploy. We build our dual-path architecture simply upon plain Transformer layers for improved efficiency.

3. Methods

3.1. Overall architecture

As illustrated in Figure 2, FastInst consists of three modules: backbone, pixel decoder, and Transformer decoder.

Our model feeds an input image $I \in \mathbb{R}^{H \times W \times 3}$ to the backbone and obtains three feature maps $C_3$, $C_4$, and $C_5$, of which the resolutions are $1/8$, $1/16$, and $1/32$ of the input image, respectively. We project these three feature maps to the ones with 256 channels by a $1 \times 1$ convolutional layer and feed them into the pixel decoder. The pixel decoder aggregates the contextual information and outputs the enhanced multi-scale feature maps $E_3$, $E_4$, and $E_5$. After that, we pick $N_a$ instance activation-guided queries from the feature map $E_4$, concatenated with $N_b$ auxiliary learnable queries to obtain the total queries $Q \in \mathbb{R}^{N \times 256}$, where $N = N_a + N_b$. The Transformer decoder takes as input the total queries $Q$ as well as the flattened high-resolution pixel feature $E_3$, denoted as $X \in \mathbb{R}^{L \times 256}$, where $L = H/8 \times W/8$. Then in the Transformer decoder, we update the pixel features $X$ and the queries $Q$ in a dual-path way and predict the object class and segmentation mask at each decoder layer.

We now discuss each component in detail.

3.2. Lightweight pixel decoder

Multi-scale contextual feature maps are essential for image segmentation [6, 20, 42]. However, using a complicated multi-scale feature pyramid network increases the computational burden. Unlike previous methods [9, 10], which directly employ the underlying feature maps from the pixel decoder, we use the refined pixel features in the Transformer decoder to produce segmentation masks. This setup reduces the requirement of the pixel decoder for heavy context aggregation. We thus can use a lightweight pixel decoder module. For a better trade-off between accuracy and speed, we use a variant called PPM-FPN [11] instead of vanilla FPN [26], which adopts a pyramid pooling module [48] after $C_5$ to enlarge receptive fields for improved performance.

3.3. Instance activation-guided queries

Object queries play a crucial role in Transformer architecture [4]. One of the reasons for the slow convergence of DETR is that its object queries are zero-initialized. Although learnable queries [9] mitigate this issue, they are still image-independent and require many Transformer decoder layers to refine. Inspired by Deformable DETR [50], which selects the query bounding boxes from pyramidal features for object detection, we propose instance activation-guided queries that straightforwardly pick the queries with high semantics from underlying multi-scale feature maps. Specifically, given the output feature maps of the pixel decoder, we add an auxiliary classification head, followed by a softmax activation, on top of the feature map $E_4$ to yield the class probability prediction $p_i \in \Delta^{K+1}$ for each pixel, where $\Delta^{K+1}$ is the $(K + 1)$-dimensional probability simplex, $K$ is the number of classes, added by one for “no object” ($\emptyset$). $i$ is the pixel index, and the auxiliary classification head is composed of two convolutional layers with $3 \times 3$ and $1 \times 1$ kernel sizes, respectively. Through $p_i$, we obtain the foreground probability $p_{i,k,i}$, $k_i = \arg\max_k \{p_i,k \mid p_i,k \in p_i, k \in \{1, \cdots, K\}\}$ for each pixel. Then we select $N_a$ pixel embeddings from the feature map $E_4$ with high foreground probabilities as the object queries. Here we first select the ones with $p_i,k_i$ that is the local maximum in the corresponding class plane (i.e., $p_{i,k_i} \geq p_{n,k_i}$, $n \in \delta(i)$, where $\delta(i)$ is the spatially 8-neighboring index set of $i$) and then pick the ones with the top foreground probabilities in $\{p_{i,k_i}\}_i$. Note that a pixel with a non-local-maximum probability in the corresponding class plane means there exists a pixel in its 8-neighborhood which has a higher probability score of that class. With locations so close, we naturally prefer to pick its neighboring pixel rather than it as the object query.

During training, we apply matching-based Hungarian loss [4, 35] to supervise the auxiliary classification head. Unlike [50], which employs prior anchor boxes and binary classification scores for the matching problem, we simply use the class predictions with a location cost $L_{\text{loc}}$ to compute the assignment costs. The location cost $L_{\text{loc}}$ is defined as an indicator function that is 0 when the pixel is located in the region of that object; otherwise, it is 1. The intuition behind this cost is that only pixels that fall inside an object can have a reason to infer the class and mask embedding of that object. Also, the location cost reduces the bipartite matching space and speeds up training convergence.

We term the queries generated from the above strategy as instance activation-guided (IA-guided) queries. Compared to the zero [4] or learnable queries [9], IA-guided queries hold rich information about potential objects at the initial and improve the efficiency of query iterations in the Transformer decoder. Note that we can also select the queries
from feature maps $E_3$ or $E_5$. Larger feature maps contain richer instance clues but suffer heavier computational burdens. We use the middle-size feature map $E_4$ for a trade-off.

### 3.4. Dual-path Transformer decoder

After selecting $N_a$ IA-guided queries from the underlying feature map, we concatenate them with $N_b$ auxiliary learnable queries to obtain the total queries $Q$, where auxiliary learnable queries are used to facilitate grouping background pixel features and provide general image-independent information in the subsequent dual update process. Then the total queries $Q$ combined with the flattened $1/8$ high-resolution pixel features $X$ are fed into the Transformer decoder. In the Transformer decoder, we add positional embeddings for queries $Q$ and pixel features $X$, followed by successive Transformer decoder layers to update them. One Transformer decoder layer contains one pixel feature update and one query update. The whole process is like an EM (Expectation–Maximization) clustering algorithm. E step: update pixel features according to the centers (queries) they belong to; M step: update cluster centers (queries). Compared with the single-path update strategy [9], the dual-path update strategy co-optimizes both pixel features and queries, reducing the dependence on heavy pixel decoders and acquiring more fine-grained feature embeddings. Finally, we use the refined pixel features and queries to predict the object classes and segmentation masks at each layer.

**Positional embeddings.** Location information is critical in distinguishing different instances with similar semantics, especially for objects with the same class [37, 41, 42]. Instead of non-parametric sinusoidal positional embeddings [9], we use the learnable positional embeddings, which we find can improve the model inference speed without compromising the performance. Specifically, we employ a fixed-size learnable spatial positional embedding $P \in \mathbb{R}^{S \times S \times 256}$, where $S$ is the spatial size and we empirically set it to the rounded square root of the IA-guided query number $N_a$. During forwarding, we interpolate $P$ to two different sizes. One is with the same size as $E_3$, which is then flattened as positional embeddings for pixel features $X$; the other is with the same size as $E_4$, from which we select the positional embeddings for IA-guided queries according to their locations $(x_i, y_i)_{i=1}^{N_a}$ in the feature map $E_4$. The auxiliary learnable queries employ additional $N_b$ learnable positional embeddings.

**Pixel feature update.** We first update the pixel features. Given the flattened pixel features $X$ and the queries $Q$, the pipeline of pixel feature update consists of a cross-attention layer and a feedforward layer, as illustrated in the right side of Figure 2. The positional embeddings are added to queries and keys at every cross-attention layer [4]. For the update of pixel features, we do not use self-attention, which will introduce a massive computation and memory cost due to the long sequence length of pixel features. The global features can be aggregated through cross-attention on queries.

**Query update.** Asymmetrically, we use masked attention followed by self-attention and feedforward network for the query update, as in Mask2Former [9]. Masked attention restricts the attention of each query to only attend within the foreground region of the predicted mask from the previous layer, and the context information is hypothesized to be gathered through following self-attention. Such a design has significantly improved query-based model performance in image segmentation tasks [9]. Here the positional embeddings are also added to queries and keys at every masked- and self-attention layer.

**Prediction.** We apply two separate 3-layer MLPs on top of
refined IA-guided queries at each decoder layer to predict object classes and mask embeddings, respectively. Each IA-guided query needs to predict the probability of all object classes, including the “no object” \( \emptyset \) class. A linear projection is added to the refined pixel features to obtain mask features. Then mask embeddings are multiplied with mask features to obtain the segmentation masks for each query. Here the parameters of MLPs and linear projection at each Transformer decoder layer are not shared, since queries and pixel features are updated alternately and their features can be in different representation spaces at different decoder layers. In addition, instance segmentation requires a confidence score for each prediction for evaluation. We follow previous work [9] and multiply the class probability score with the mask score \( i.e., \) the average of mask probabilities in the foreground region \( \text{as the confidence score.} \)

### 3.5. Ground truth mask-guided learning

Although masked attention introduces prior sparse attention knowledge that accelerates model convergence and improves the performance, it restricts the receptive field of each query and may cause the Transformer decoder to fall into a suboptimal query update process. To mitigate this issue, we introduce ground truth (GT) mask-guided learning. Firstly, we use the last layer’s bipartite matched ground truth mask to replace the predicted mask used in \( l \)-th layer’s masked attention. For the queries that do not match any instance in the last layer (including auxiliary learnable queries), we use the standard cross attention, \( i.e., \)

\[
M_i^l = \begin{cases} 
M_i^l & \text{if } (i, j) \in \sigma \\
\emptyset & \text{otherwise}
\end{cases}
\]  

(1)

where \( M_i^l \) is the attention mask for the \( i \)-th query in the \( l \)-th layer, \( \sigma = \{(i, j) | i \in \{1, \ldots , N_a\}, j \in \{1, \ldots , N_{obj}\} \} \) is the matching of the last decoder layer, and \( M_i^l \) is the matched ground truth mask for the \( i \)-th query in the last layer. Here \( N_{obj} \) denotes the number of ground truth targets. Then we use the replaced attention mask \( M_i^l \) combined with original output queries and pixel features of \( l \)-th layer, which are refined and for better guidance, as input to forward the \( l \)-th Transformer decoder layer again. The new output is supervised according to the fixed matching \( \sigma \), consistent with the last layer’s bipartite matching results. This fixed matching ensures the consistency of the predictions at each Transformer decoder layer and saves the matching computation cost during training. By such guided learning, we allow each query to see the whole region of its target predicted object during training, which helps the masked attention attend within a more appropriate foreground region.

### 3.6. Loss function

The overall loss function for FastInst can be written as:

\[
L = L_{IA-q} + L_{\text{pred}} + L'_{\text{pred}}
\]

(2)

where \( L_{IA-q} \) is the instance activation loss of the auxiliary classification head for IA-guided queries, \( L_{\text{pred}} \) and \( L'_{\text{pred}} \) are prediction loss and GT mask-guided loss, respectively.

**Instance activation loss.** The \( L_{IA-q} \) is defined as:

\[
L_{IA-q} = \lambda_{cls-q} L_{cls-q}
\]

(3)

where \( \lambda_{cls-q} \) is a hyperparameter and \( L_{cls-q} \) is the cross-entropy loss with a weight \( 1/T \) for “no object” class. Here \( T = (H/16) \times (W/16) \) is the spatial size of \( \mathcal{E}_q \) from which IA-guided queries are selected. We use the Hungarian algorithm [22] to search for the optimal bipartite matching between the prediction and ground truth sets. For the matching cost, we add an additional location cost \( L_{loc} \) of a weight \( \lambda_{loc} \) to the above classification cost, as illustrated in Section 3.3.

**Prediction loss.** Following the prior work [9], the prediction loss \( L_{\text{pred}} \) for the Transformer decoder is defined as:

\[
L_{\text{pred}} = \sum_{i=0}^{D} (\lambda_{ce} L_{ce}^{i} + \lambda_{dice} L_{dice}^{i}) + \lambda_{ch} L_{ch}^{i}
\]

(4)

where \( D \) denotes the number of Transformer decoder layers and \( i = 0 \) represents the prediction loss for IA-guided queries before being fed into the Transformer decoder. \( L_{ce}^{i} \) and \( L_{dice}^{i} \) denote the binary cross-entropy loss and dice loss [31] for segmentation masks, respectively, and \( L_{ch}^{i} \) is the cross-entropy loss for object classification with a “no object” weight of 0.1. \( \lambda_{ce}, \lambda_{dice}, \) and \( \lambda_{ch} \) are the hyperparameters to balance three losses. Similarly, we exploit the Hungarian algorithm to search for the best bipartite matching for target assignments. And for the matching cost, we add an additional location cost \( \lambda_{loc} L_{loc} \) for each query.

**GT mask-guided loss.** The GT mask-guided loss \( L'_{\text{pred}} \) is similar to Equation (4). The only differences are that it does not count the 0-th layer’s loss and uses a fixed target assignment strategy, which is consistent with the bipartite matching result of the last Transformer decoder layer.

### 4. Experiments

In this section, we evaluate FastInst on COCO [27] and compare it with several state-of-the-art methods. We also conduct detailed ablation studies to verify the effectiveness of each proposed component.

#### 4.1. Implementation details

Our model is implemented using Detectron2 [44]. We use the AdamW [30] optimizer with a step learning rate schedule. The initial learning rate is 0.0001, and the weight decay is 0.05. We apply a learning rate multiplier of 0.1 to the backbone, which is ImageNet-pretrained, and decay the learning rate by 10 at fractions 0.9 and 0.95 of the total number of training iterations. Following [9], we train our model for 50 epochs with a batch size of 16. For data

<table>
<thead>
<tr>
<th>method</th>
<th>backbone</th>
<th>epochs</th>
<th>size</th>
<th>FPS</th>
<th>AP</th>
<th>AP(_{50})</th>
<th>AP(_{50})</th>
<th>AP(_{50})</th>
<th>AP(_{50})</th>
<th>AP(_{50})</th>
</tr>
</thead>
<tbody>
<tr>
<td>MilInst [46]</td>
<td>R50</td>
<td>36</td>
<td>512</td>
<td>26.4</td>
<td>32.2</td>
<td>53.9</td>
<td>33.0</td>
<td>13.9</td>
<td>34.4</td>
<td>48.7</td>
</tr>
<tr>
<td>CenterMask [21]</td>
<td>R50</td>
<td>48</td>
<td>600</td>
<td>32.6</td>
<td>32.9</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>SOLOv2 [42]</td>
<td>R50</td>
<td>36</td>
<td>448</td>
<td>41.3</td>
<td>34.0</td>
<td>54.0</td>
<td>36.1</td>
<td>10.3</td>
<td>36.3</td>
<td>44.4</td>
</tr>
<tr>
<td>OrienMask [14]</td>
<td>D53</td>
<td>100</td>
<td>544</td>
<td>51.0</td>
<td>34.8</td>
<td>56.7</td>
<td>36.4</td>
<td>16.0</td>
<td>38.2</td>
<td>47.8</td>
</tr>
<tr>
<td>Sparselnst [11]</td>
<td>R50</td>
<td>144</td>
<td>608</td>
<td>51.2</td>
<td>34.7</td>
<td>55.3</td>
<td>36.6</td>
<td>14.3</td>
<td>36.2</td>
<td>50.7</td>
</tr>
<tr>
<td>YOLACT [1]</td>
<td>R50</td>
<td>54</td>
<td>550</td>
<td>53.5</td>
<td>28.2</td>
<td>46.6</td>
<td>29.2</td>
<td>9.2</td>
<td>29.3</td>
<td>44.8</td>
</tr>
<tr>
<td>FastInst-D(\lambda) (ours)</td>
<td>R50</td>
<td>50</td>
<td>576</td>
<td>53.8</td>
<td>35.6</td>
<td>56.7</td>
<td>37.2</td>
<td>8.8</td>
<td>53.0</td>
<td>72.8</td>
</tr>
<tr>
<td>CondInst [37]</td>
<td>R50</td>
<td>36</td>
<td>800</td>
<td>20.0</td>
<td>37.8</td>
<td>59.1</td>
<td>40.5</td>
<td>21.0</td>
<td>40.3</td>
<td>48.7</td>
</tr>
<tr>
<td>Mask2Former(^*)</td>
<td>R50</td>
<td>50</td>
<td>640</td>
<td>25.3</td>
<td>38.0</td>
<td>60.3</td>
<td>39.8</td>
<td>10.8</td>
<td>54.9</td>
<td>74.3</td>
</tr>
<tr>
<td>FastInst-D(\lambda) (ours)</td>
<td>R50</td>
<td>50</td>
<td>640</td>
<td>35.5</td>
<td>38.6</td>
<td>60.2</td>
<td>40.6</td>
<td>10.8</td>
<td>56.2</td>
<td>75.2</td>
</tr>
<tr>
<td>YOLACT [1]</td>
<td>R101</td>
<td>54</td>
<td>700</td>
<td>33.5</td>
<td>31.2</td>
<td>50.6</td>
<td>32.8</td>
<td>12.1</td>
<td>33.3</td>
<td>47.1</td>
</tr>
<tr>
<td>FastInst-D(\lambda) (ours)</td>
<td>R101</td>
<td>50</td>
<td>640</td>
<td>35.3</td>
<td>38.3</td>
<td>60.2</td>
<td>40.5</td>
<td>10.7</td>
<td>55.8</td>
<td>74.8</td>
</tr>
<tr>
<td>SOLOv2 [42]</td>
<td>R101</td>
<td>36</td>
<td>800</td>
<td>15.7</td>
<td>39.7</td>
<td>60.7</td>
<td>42.9</td>
<td>17.3</td>
<td>42.9</td>
<td>57.4</td>
</tr>
<tr>
<td>CondInst [37]</td>
<td>R101</td>
<td>36</td>
<td>800</td>
<td>16.4</td>
<td>39.1</td>
<td>60.9</td>
<td>42.0</td>
<td>21.5</td>
<td>41.7</td>
<td>50.9</td>
</tr>
<tr>
<td>Mask2Former(^*)</td>
<td>R101</td>
<td>50</td>
<td>640</td>
<td>21.1</td>
<td>39.5</td>
<td>61.7</td>
<td>41.6</td>
<td>11.2</td>
<td>56.3</td>
<td>75.8</td>
</tr>
<tr>
<td>FastInst-D(\lambda) (ours)</td>
<td>R101</td>
<td>50</td>
<td>640</td>
<td>28.0</td>
<td>39.9</td>
<td>61.5</td>
<td>42.3</td>
<td>11.4</td>
<td>57.1</td>
<td>76.6</td>
</tr>
<tr>
<td>SOLOv2++ [2]</td>
<td>R50-DCN</td>
<td>36</td>
<td>512</td>
<td>32.0</td>
<td>37.1</td>
<td>57.7</td>
<td>39.7</td>
<td>12.9</td>
<td>40.0</td>
<td>57.4</td>
</tr>
<tr>
<td>YOLACT++ [2]</td>
<td>R50-DCN</td>
<td>54</td>
<td>550</td>
<td>39.4</td>
<td>34.1</td>
<td>53.3</td>
<td>36.2</td>
<td>11.7</td>
<td>36.1</td>
<td>53.6</td>
</tr>
<tr>
<td>SparseInst [11]</td>
<td>R50-d-DCN</td>
<td>144</td>
<td>608</td>
<td>46.5</td>
<td>37.9</td>
<td>59.2</td>
<td>40.2</td>
<td>15.7</td>
<td>39.4</td>
<td>56.9</td>
</tr>
<tr>
<td>FastInst-D(\lambda) (ours)</td>
<td>R50-d-DCN</td>
<td>50</td>
<td>576</td>
<td>47.8</td>
<td>38.0</td>
<td>59.7</td>
<td>39.9</td>
<td>10.0</td>
<td>54.9</td>
<td>74.5</td>
</tr>
<tr>
<td>FastInst-D(\lambda) (ours)</td>
<td>R50-d-DCN</td>
<td>50</td>
<td>640</td>
<td>47.8</td>
<td>40.5</td>
<td>62.6</td>
<td>42.9</td>
<td>11.9</td>
<td>57.9</td>
<td>76.7</td>
</tr>
</tbody>
</table>

Table 1. Instance segmentation on COCO test-dev. FastInst outperforms most previous real-time instance segmentation algorithms in both accuracy and speed. Mask2Former\(^*\) denotes a light version of Mask2Former [9] that exploits PPM-FPN as the pixel decoder, as in FastInst and SparseInst [11]. FastInst-D\(\lambda\) represents FastInst with \(\alpha\) Transformer decoder layers. “R50-d-DCN” means ResNet-50-d [17] backbone with deformable convolutions [49]. For a fair comparison, all entries are single-scale results.

 augmentation, we use the same scale jittering and random cropping as in [11]. For example, the shorter edge varies from 416 to 640 pixels, and the longer edge is no more than 864 pixels. We set the loss weights \(\lambda_{cls}\), \(\lambda_{loc}\), and \(\lambda_{dice}\) to 2.0, 5.0, and 5.0, respectively, as in [9]. \(\lambda_{cls}\) and \(\lambda_{loc}\) are set to 20.0 and 1000.0, respectively. We use 100 IA-guided queries and 8 auxiliary learnable queries by default. We report the AP performance as well as the FLOPs and FPS. FLOPs are averaged using 100 validation images. FPS is measured on a V100 GPU with a batch size of 1 using the entire validation set. Unless specified, we use a shorter edge of 640 pixels with a longer edge not exceeding 864 pixels to test and benchmark models.

### 4.2. Main results

We compare FastInst with state-of-the-art methods on the COCO dataset in Table 1. Since the goal of FastInst is for an efficient real-time instance segmenter, we mainly compare it with state-of-the-art real-time instance segmentation algorithms in terms of accuracy and inference speed. The evaluation is conducted on COCO test-dev. We provide FastInst with different backbones and different numbers of Transformer decoder layers to achieve a trade-off between speed and accuracy. The results show that FastInst outperforms most previous state-of-the-art real-time instance segmentation methods with better performance and faster speed. For example, with a ResNet-50 [16] backbone, the designed FastInst-D1 model outperforms a strong convolutional baseline SparseInst [11] by 0.9 AP while using fewer training epochs and less inference time. We also compare FastInst with the query-based model Mask2Former [9]. To keep the speed and accuracy in a similar order, we replace the MSDeformAttn [50] pixel decoder in Mask2Former with the PPM-FPN-based one, which is the same as FastInst as well as SparseInst [11]. Meanwhile, for a fair comparison, the training setting of Mask2Former, including data augmentation, is replaced with the same as FastInst. As expected, Mask2Former relies on a strong pixel decoder and performs worse than FastInst in both accuracy and speed with a lighter pixel decoder (even if it has 9 decoder layers), showing less efficiency in the real-time benchmark. Besides, with ResNet-50-d-DCN [17, 49] backbone, our algorithm achieves 32.5 FPS and 40.5 AP, the only algorithm in Table 1 with AP > 40 while maintaining a real-time speed (≥ 30 FPS). Figure 1 illustrates the speed-accuracy trade-off curve, which also demonstrates the superiority of our method.

### 4.3. Ablation studies

We now perform a series of ablation studies to analyze FastInst. We first verify the effectiveness of three proposed key components, i.e., IA-guided queries, dual-path update strategy, and GT mask-guided learning, and then study the effect of some other designs about FastInst. Unless specified otherwise, we conduct experiments on FastInst-D3 with ResNet-50 [16] backbone. All ablation results are evaluated on the COCO val2017 set.

**IA-guided queries.** As shown in Table 2, our IA-guided
Table 2. **IA-guided queries.** Our IA-guided queries perform better than other methods, especially when the Transformer decoder layer number \((i.e., D)\) is small.

<table>
<thead>
<tr>
<th>(D)</th>
<th>(\text{AP}^{\text{m}})</th>
<th>(\text{AP}_{5})</th>
<th>(\text{AP}_{10})</th>
<th>(\text{AP}_{25})</th>
<th>FLOPs</th>
<th>FPS</th>
</tr>
</thead>
<tbody>
<tr>
<td>zero [4]</td>
<td>1</td>
<td>31.5</td>
<td>10.8</td>
<td>33.6</td>
<td>52.6</td>
<td>58.4G</td>
</tr>
<tr>
<td>learnable [9]</td>
<td>1</td>
<td>34.6</td>
<td>13.5</td>
<td>37.5</td>
<td>55.4</td>
<td>58.4G</td>
</tr>
<tr>
<td>resize [32]</td>
<td>1</td>
<td>34.9</td>
<td>13.7</td>
<td>37.9</td>
<td>56.2</td>
<td>58.4G</td>
</tr>
<tr>
<td>IA-guided</td>
<td>1</td>
<td>35.6</td>
<td>14.3</td>
<td>38.8</td>
<td>56.6</td>
<td>59.6G</td>
</tr>
<tr>
<td>zero [4]</td>
<td>3</td>
<td>37.2</td>
<td>15.4</td>
<td>40.3</td>
<td>58.6</td>
<td>74.3G</td>
</tr>
<tr>
<td>learnable [9]</td>
<td>3</td>
<td>37.5</td>
<td>15.0</td>
<td>40.6</td>
<td>59.0</td>
<td>74.3G</td>
</tr>
<tr>
<td>resize [32]</td>
<td>3</td>
<td>37.6</td>
<td>15.6</td>
<td>40.4</td>
<td>59.7</td>
<td>74.3G</td>
</tr>
<tr>
<td>IA-guided</td>
<td>3</td>
<td>37.9</td>
<td>16.0</td>
<td>40.7</td>
<td>60.1</td>
<td>75.5G</td>
</tr>
</tbody>
</table>

Table 3. **Dual-path update strategy.** Our dual pixel-then-query update strategy consistently outperforms single-path update strategies. We double the Transformer decoder layers \((i.e., D)\) for the single-path update strategies for a fair comparison.

<table>
<thead>
<tr>
<th>(D)</th>
<th>(\text{AP}^{\text{m}})</th>
<th>(\text{AP}_{5})</th>
<th>(\text{AP}_{10})</th>
<th>(\text{AP}_{25})</th>
<th>FLOPs</th>
<th>FPS</th>
</tr>
</thead>
<tbody>
<tr>
<td>single pixel feat. update</td>
<td>6</td>
<td>32.5</td>
<td>13.9</td>
<td>36.3</td>
<td>50.5</td>
<td>85.4G</td>
</tr>
<tr>
<td>single query update [9]</td>
<td>6</td>
<td>36.9</td>
<td>15.0</td>
<td>39.6</td>
<td>59.8</td>
<td>63.3G</td>
</tr>
<tr>
<td>dual query-then-pixel</td>
<td>3</td>
<td>37.8</td>
<td>16.0</td>
<td>40.6</td>
<td>60.0</td>
<td>75.5G</td>
</tr>
<tr>
<td>dual pixel-then-query</td>
<td>3</td>
<td>37.9</td>
<td>16.0</td>
<td>40.7</td>
<td>60.1</td>
<td>75.5G</td>
</tr>
</tbody>
</table>

Table 4. **GT mask-guided learning.** Our GT mask-guided learning improves the performance across different backbones.

<table>
<thead>
<tr>
<th>backbone</th>
<th>(\text{AP}^{\text{m}})</th>
<th>(\text{AP}_{5})</th>
<th>(\text{AP}_{10})</th>
<th>(\text{AP}_{25})</th>
<th>FLOPs</th>
<th>FPS</th>
</tr>
</thead>
<tbody>
<tr>
<td>w/o GT mask guidance</td>
<td>R50</td>
<td>37.4</td>
<td>15.2</td>
<td>40.6</td>
<td>59.6</td>
<td>75.5G</td>
</tr>
<tr>
<td>w/ GT mask guidance</td>
<td>R50</td>
<td>37.9</td>
<td>16.0</td>
<td>40.7</td>
<td>60.1</td>
<td>75.5G</td>
</tr>
<tr>
<td>w/o GT mask guidance</td>
<td>R50-6-DCN</td>
<td>39.7</td>
<td>17.5</td>
<td>43.1</td>
<td>61.9</td>
<td>77.9G</td>
</tr>
<tr>
<td>w/ GT mask guidance</td>
<td>R50-6-DCN</td>
<td>40.1</td>
<td>17.7</td>
<td>43.2</td>
<td>62.4</td>
<td>77.9G</td>
</tr>
</tbody>
</table>

Table 5. **Pixel decoder.** Stronger pixel decoders lead to higher performance but consume more computation. PPM-FPN obtains a better trade-off between accuracy and speed.

| FPN [26] | 37.4 | 15.5 | 40.3 | 59.4 | 75.4G | 35.7 |
| Transformer-Encoder [4] | 38.9 | 17.3 | 41.6 | 61.4 | 78.5G | 29.5 |
| MSDeformAttn [50] | 40.0 | 17.5 | 43.5 | 62.2 | 114.7G | 21.2 |
| PPM-FPN [11] | 37.9 | 16.0 | 40.7 | 60.1 | 75.5G | 35.5 |

The above ablations demonstrate the effectiveness of our proposed three key techniques. We refer interested readers to the Appendix for more ablations about them, e.g., the changes and the corresponding improvements based on the original Mask2Former. We then explore the effect of some other designs about FastInst. The above ablations demonstrate the effectiveness of our proposed three key techniques. We refer interested readers to the Appendix for more ablations about them, e.g., the changes and the corresponding improvements based on the original Mask2Former. We then explore the effect of some other designs about FastInst.

**Pixel decoder.** FastInst is compatible with any existing pixel decoders. Table 5 shows the performance of FastInst with different pixel decoders. Stronger pixel decoders produce better contextual features and lead to higher results but consume more computation. For fast real-time instance segmentation, PPM-FPN [11] is a good trade-off choice.

**Transformer decoder layer number.** As shown in Table 6a, increasing the number of Transformer decoder layers contributes to the segmentation performance in FastInst. In particular, the mask performance achieves 30.5 AP without using the Transformer decoder. This is mainly attributed to the effectiveness of IA-guided queries, which carry rich embedding information about potential objects at the initial. In addition, our segmentation performance is saturated at around the sixth layer. Continuing to increase decoder layers only marginally improve it. Also note that FastInst can obtain good performance with only a few Transformer decoder layers, which is advantageous in real-time.
IA-guided query number. In Mask2Former, increasing the query number to more than 100 will slightly degrade the instance segmentation performance. In Table 6b, the results indicate that increasing the number of IA-guided queries will contribute to the segmentation performance in FastInst. We attribute this to the improved object recall (see Table 6c) and increased object embedding information for decoding. On the other hand, growing IA-guided queries will affect the model inference speed. Note that even with 10 IA-guided queries, our model can obtain 31.2 AP on COCO dataset, which has 7.7 instances per image on average [27]. This indicates the effectiveness of IA-guided queries again. Auxiliary learnable query number. Auxiliary queries aim to gather background and image-independent information for pixel feature updates and query updates. They do not participate in object predictions. Table 6d shows that adding a few auxiliary learnable queries improves the performance, better than setting all queries as IA-guided ones.

Query selection source. As shown in Table 6e, selecting IA-guided queries from larger feature maps leads to better results. E4 is a good trade-off choice between accuracy and speed. Nevertheless, the contribution of the selection source to the model performance is limited.

Instance activation loss. We study the effect of two components in instance activation loss. As shown in Table 6f, the bipartite matching-based target assignment strategy leads to a significant gain, which provides a sparse pixel embedding activation for IA-guided query selection. Here when removing the bipartite matching strategy, we use the semantic class label as the target of each pixel, as in common semantic segmentation tasks [6, 7]. The location cost also plays a vital role in the matching loss, which reduces matching space and accelerates model convergence. Figure 3 visualizes the distributions of IA-guided queries, which also shows the superiority of our designed loss.

Positional embeddings. Table 7 demonstrates that using learnable positional embeddings instead of non-parametric sinusoidal positional embeddings can improve the model inference speed without compromising the performance.

5. Conclusion

We propose FastInst for real-time instance segmentation. Built on a query-based segmentation framework [9] and three designed efficient components, i.e., instance activation-guided queries, dual-path update strategy, and ground truth mask-guided learning, FastInst achieves excellent performance on the popular COCO dataset while maintaining a fast inference speed. Extensive experiments demonstrate the effectiveness of core ideas and the superiority of FastInst over previous state-of-the-art real-time counterparts. We hope this work can serve as a new baseline for real-time instance segmentation and promote the development of query-based image segmentation algorithms.

Limitations. (1) Like general query-based models [4,9,25], FastInst is not good at small targets. Even though using stronger pixel decoders or larger feature maps improves it, it introduces heavier computational burdens, and the result is still unsatisfactory. We look forward to an essential solution to handle this problem. (2) although GT mask-guided learning improves the performance of masked attention, it increases training costs. We hope a more elegant method can be proposed to replace it.
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