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Abstract

Point cloud sequences are commonly used to accurately
detect 3D objects in applications such as autonomous driv-
ing. Current top-performing multi-frame detectors mostly
follow a Detect-and-Fuse framework, which extracts fea-
tures from each frame of the sequence and fuses them to
detect the objects in the current frame. However, this
inevitably leads to redundant computation since adjacent
frames are highly correlated. In this paper, we propose an
efficient Motion-guided Sequential Fusion (MSF) method,
which exploits the continuity of object motion to mine useful
sequential contexts for object detection in the current frame.
We first generate 3D proposals on the current frame and
propagate them to preceding frames based on the estimated
velocities. The points-of-interest are then pooled from the
sequence and encoded as proposal features. A novel Bidi-
rectional Feature Aggregation (BiFA) module is further pro-
posed to facilitate the interactions of proposal features
across frames. Besides, we optimize the point cloud pool-
ing by a voxel-based sampling technique so that millions of
points can be processed in several milliseconds. The pro-
posed MSF method achieves not only better efficiency than
other multi-frame detectors but also leading accuracy, with
83.12% and 78.30% mAP on the LEVEL1 and LEVEL2 test
sets of Waymo Open Dataset, respectively. Codes can be
found at https://github.com/skyhehe123/MSF.

1. Introduction
3D object detection [1, 2, 6, 7, 9, 14, 21, 27–29, 36] is one

of the key technologies in autonomous driving, which helps
the vehicle to better understand the surrounding environ-
ment and make critical decisions in the downstream tasks.
As an indispensable sensing device in autonomous driving
systems, LiDAR collects 3D measurements of the scene in
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Figure 1. (a) The “Detect-and-Fuse” framework extracts features
from each frame of the sequence and then fuses them, while (b)
our proposed “Motion-guided Sequential Fusion” (MSF) method
generates proposals on the current frame and propagates them to
preceding frames to explore useful contexts in the sequence.

the form of point clouds. However, LiDAR can only pro-
duce partial view of the scene at a time, and the sparse and
incomplete representation of point clouds brings consider-
able challenges to the 3D object detection task. In practice,
the LiDAR sensor will continuously sense the environment
and produce a sequence of point cloud frames over time.
The multi-frame data can provide a denser representation
of the scene as the vehicle moves. Therefore, how to fuse
these multi-frame point cloud data for more accurate object
detection is worth deep investigation.

Recent works mainly focus on deep feature fusion with
multi-frame point clouds, for example, aggregating dense
birds-eye-view features via Transformer models [31, 37],
passing the voxel features to LSTM [8] or GRU [32] mod-
ules for temporal modeling. Some top-performing detectors
[2, 18] focus on fusing proposal features, where a tracker
is employed to associate the 3D proposals across frames,
and a region-based network is applied to refine the cur-
rent proposals by incorporating contextual features from the
proposal trajectories. These approaches generally follow a
“Detect-and-Fuse” framework, as shown in Fig. 1(a), where
the model requires to process each frame of the sequence,
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and the predictions on the current frame rely on the results
of preceding frames. Since online detection is a causal sys-
tem, such a detection framework might cause significant de-
lay if the network is still processing a preceding frame when
the current frame is loaded.

In this paper, we propose an efficient Motion-guided
Sequential Fusion (MSF) method, as shown in Fig. 1(b),
which leverages the continuity of object motion to extract
useful contexts from point cloud sequences and improve the
detection of current frame. Specifically, considering that the
motions of objects are relatively smooth in a short sequence,
we propagate the proposals generated on current frame to
preceding frames based on the velocities of objects, and
sample reliable points-of-interest from the sequence. In this
way, we bypass extracting features on each frame of the
sequence, which reduces the redundant computation and
reliance on the results of preceding frames. The sampled
points are then transformed to proposal features via two en-
coding schemes and passed to a region-based network for
further refinement. Specifically, a self-attention module is
employed to enhance the interaction of point features within
proposals, while a novel Bidirectional Feature Aggregation
(BiFA) module is proposed to enforce the information ex-
change between proposals across frames. The refined pro-
posal features consequently capture both spatial details and
long-term dependencies over the sequence, leading to more
accurate bounding-box prediction.

It is found that the existing point cloud pooling meth-
ods [2, 19, 23, 30] are inefficient, taking more than 40 mil-
liseconds when processing millions of points from sequen-
tial point clouds. We find that the major bottleneck lies
in the heavy computation of pair-wise distances between n
points and m proposals, which costs O(nm) complexity. To
further improve the efficiency, we optimize the point cloud
pooling with a voxel sampling technique. The improved
pooling operation is of linear complexity and can process
millions of points in several milliseconds, more than eight
times faster than the original method.

Overall, our contributions can be summarized as follows.

• An efficient Motion-guided Sequential Fusion (MSF)
method is proposed to fuse multi-frame point clouds
at region level by propagating the proposals of current
frame to preceding frames based on the object motions.

• A novel Bidirectional Feature Aggregation (BiFA)
module is introduced to facilitate the interactions of
proposal features across frames.

• The point cloud pooling method is optimized with a
voxel-based sampling technique, significantly reduc-
ing the runtime on large-scale point cloud sequence.

The proposed MSF method is validated on the challeng-
ing Waymo Open Dataset, and it achieves leading accuracy
on the LEVEL1 and LEVEL2 test sets with fast speed.

2. Related Work

Single-frame 3D object detection. Recent research on
single-frame 3D object detection is mainly focused on rep-
resentation learning on point clouds. Voxel-based detec-
tors [28, 33, 36] rasterize the point cloud into volumetric
representation, followed by 3D CNN to extract dense fea-
tures. Some works convert point clouds into 2D birds-eye-
view [9] or range view [4, 11] representations, and process
them with more efficient 2D CNN. Following PointNet++
[17], point-based methods [16, 23, 29, 30, 34] directly pro-
cess point clouds in continuous space, and extract highly-
semantic features through a series of downsampling and set
abstraction layers. Voxel-point approaches [7, 12, 21] em-
ploy a hybrid representation, where the flexible conversion
between voxel-based and point-based representations are
explored, leading to better balance between efficiency and
performance. Our method employs a high-quality voxel-
based detector CenterPoint [33] as the proposal generation
network to predict 3D proposals of current frame and their
motions. We then employ an efficient region-based network
to further refine these proposals by mining sequential points
from point cloud sequence.

3D object detection from point cloud sequence. Multi-
frame point clouds provide richer 3D information of the
environment. While some single-frame detectors [3, 33]
can be adapted to point cloud sequence by simply concate-
nating multi-frame point cloud as the input, the improve-
ments are typically marginal and the performance can be
even worse when encountering moving objects. Fast-and-
furious [13] explores an intermediate fusion to align multi-
frame point cloud by concatenating the hidden feature maps
of the backbone network. However, it still suffers from the
misalignment brought by the fast-moving objects in long
sequence. Recent approaches [8, 32] demonstrate that an
in-depth fusion can be achieved with recurrent networks.
Unfortunately, the use of a single memory to store and up-
date features across frames builds a potential bottleneck. To
resolve such limitations, 3D-MAN [31] first attempts to em-
ploy the attention mechanism to align different views of 3D
objects and then exploits a memory bank to store and ag-
gregate multi-frame features for long sequence. Recently,
Offboard3D [18] and MPPNet [2] improve much the detec-
tion performance, where they associate the detected boxes
from each frame of the sequence as proposal trajectories,
and extract high-quality proposal features by sampling se-
quential point cloud on the trajectories.

Our MSF method also samples points from the sequence,
but it differs from those methods with proposal trajectories
[2, 18] in that we only generate proposals on the current
frame and propagate them to explore features in preceding
frames. This makes our method much more efficient and
favorable to online detection systems.
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Figure 2. The overall architecture of our proposed Motion-guided Sequential Fusion (MSF) approach. By taking a point cloud sequence as
input, MSF employs a region proposal network to generate proposals on the current frame and sample points-of-interest from the sequence
by using motion-guided sequential pooling. The sampled points are encoded as high-dimensional proposal features and passed to a region-
based network, where three learning blocks are consequently applied to refine the proposal features. A Bidirectional Feature Aggregation
(BiFA) module is introduced in the region-based network to facilitate the interactions of proposal features across frames. The red and blue
cubes represent single-point features from the current frame and preceding frame, respectively.

Table 1. Recall rates of foreground points by using per-frame
detection based proposal trajectory method [2] and our motion
guided proposal generation method. We employ the CenterPoint
[33] as proposal generator and evaluate on Waymo validation split.

4-frame 8-frame 16-frame
Trajectory [2] 93.2% 92.8% 90.5%
Ours (γ = 1.0) 92.3% 87.5% 78.3%
Ours (γ = 1.1) 93.5% 91.7% 87.3%

3. Motion-guided Sequential Fusion

This section presents our Motion-guided Sequential Fu-
sion (MSF) approach for efficient 3D object detection on
point cloud sequences. The overall architecture of MSF is
illustrated in Fig. 2. In Sec. 3.1, we describe the details of
motion-guided sequential pooling, which effectively mines
reliable sequential points-of-interest based on the proposals
of current frame. In Sec. 3.2, we present the region-based
network, including the formulation of proposal features and
a novel bidirectional feature aggregation module. In Sec.
3.3, we demonstrate a voxel-based sampling technique to
accelerate the current point cloud pooling method.

3.1. Motion-guided Sequential Pooling

Current multi-frame detection methods [2,18] mostly ex-
plore proposal trajectories to generate high-quality point
cloud representations. However, such a scheme relies on

frame-by-frame proposal generation, which is not suitable
for online detection systems. We observe that in a point
cloud sequence, although objects move at different speeds,
their motions are relatively smooth. That is to say, we can
estimate their motion displacements and roughly localize
their positions in preceding frames. To this end, given a
point cloud sequence {It}Tt=1, we propose to propagate the
proposals generated on the current frame IT to preceding
frames {It}T−1

t=1 based on their estimated velocities. Since
moving objects may slightly deviate from the estimated po-
sitions in the preceding frames, we sample the points-of-
interest in a cylindrical region of each proposal and grad-
ually increase the diameter of the region by a factor γ as
the proposal propagates. Let’s denote a proposal of current
frame as (px, py, pz, w, l, h, θ), where (px, py, pz) denotes
its center location, w, l, h and θ denote its width, length,
height and yaw angle, respectively. Suppose that the ob-
ject has a unit-time velocity v⃗ = (vx, vy). The correspond-
ing points-of-interest (xt, yt, zt) sampled from frame t will
satisfy the following condition:

(xt − px + vx ·∆t)2 + (yt − py + vy ·∆t)2 < (
dt

2
)2, (1)

where ∆t = T − t is the time offset of frame t and dt =√
(w2 + l2) · γ∆t+1 is the diameter of cylindrical region.
In our preliminary study, we compare the overall re-

call rates of foreground points between our method and the
trajectory-based method [2]. As can be seen in Tab. 1,
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our method can achieve very close result to the the pro-
posal trajectory method on 4-frame sequences. For 8-frame
sequences, since it is difficult to estimate the positions of
fast-moving objects on distant frames, we use γ=1.1 to re-
call more points and obtain comparable result to the pro-
posal trajectory method. The recall rates only drop slightly
even when 16-frame sequences are used. Interestingly, we
find that setting γ=1.1 is not only beneficial for detecting
fast-moving objects but also beneficial for improving the
performance on slow and stationary objects. We believe
this is because the points sampled from regions of differ-
ent sizes contain multi-level contextual information about
the objects, which will be further discussed in Sec. 4.3.

3.2. Region-based Network

Proposal feature encoding. After sampling K points
in each proposal, we adopt two encoding schemes to gen-
erate proposal features. We first follow [19] to calculate
the relative offsets between each point-of-interest lti ∈ It

and the nine key-points (eight corner points plus one center
point) of the proposal box {btj ∈ P t : j = 0, ..., 8}. The
resulted offsets are then converted to spherical coordinates
and transformed, via a Multi-layer Perceptron (MLP), to a
geometric embedding gt ∈ RK×D that encodes the spatial
correlation between the sampled point and the proposal box.
The encoding scheme can be formulated as:

gti = MLP(S({lti − btj}8j=0)), for i = 1, ...,K, (2)

where S : (x, y, z) → (r, θ, ϕ) denotes the spherical trans-
form where r =

√
x2 + y2 + z2, θ = arcsin(z/r) and

ϕ = arctan(y/x) respectively. The second scheme pro-
duces a motion embedding mt ∈ RK×D, which encodes
the displacements of the points-of-interest at each frame It

relative to the key-points of the proposal boxes b0 in the first
frame. The time offsets ∆t are also concatenated, resulting
in the motion embedding at frame t as:

mt
i = MLP(Concat({lti − b0j}8j=0,∆t)), for i = 1, ...,K.

(3)
The proposal feature f t ∈ RK×D can be formulated as the
summation of geometric and motion embeddings:

f t = gt +mt. (4)

Bidirectional feature aggregation. MSF employs a
region-based network to explore spatial-temporal depen-
dencies among proposal features and fuse them into global
representations for final bounding-box refinement. As
shown in Fig. 2, the region-based network is composed
of three learning blocks. Each block consists of a tradi-
tional Multi-Head Self-Attention (MHSA) layer, followed
by a Feed-Forward Network (FFN) with residual connec-
tion, and our proposed Bidirectional Feature Aggregation

(BiFA) module. The MHSA layer aims to encode rich spa-
tial relationships and point dependencies in the proposal for
refining point features, while the proposed BiFA module
aims to encode temporal information by facilitating infor-
mation exchange between proposals across frames.

Specifically, BiFA involves a forward path and a back-
ward path, representing two ways of information flow along
the sequence. Since proposal features have an unordered
representation, we leverage the Max-pool&Repeat [36] ten-
sor manipulation to obtain a summarized contextual fea-
tures. In the forward path, aside from the first frame in
the sequence, which is concatenated with its own contex-
tual features, each of the other frames is concatenated with
the contextual features of its preceding frame along chan-
nel dimension. A point-wise convolutional layer is thereby
employed to refine the concatenated feature and halve their
channels. Given proposal features f t and f t−1 from the
current frame and its preceding frame, the forward output
of frame t, denote by ht

F , can be obtained by:

ht
F = Conv(Concat(f t,Repeat ◦ Max-pool(f t−1))). (5)

Unfortunately, introducing the forward path only will
lead to information imbalance among different frames, i.e.,
the current frame receives information from other frames,
whereas the last preceding frame receives no information
from the sequence. To overcome this limitation, we aug-
ment the backward path, where the features of frame t are
aggregated with the contextual features of frame t + 1, re-
sulting in the backward output ht

B as follows:

ht
B = Conv(Concat(ht

F ,Repeat ◦ Max-pool(ht+1
F ))). (6)

In this way, each frame can simultaneously exchange in-
formation with its two adjacent frames from both direc-
tions, and the information can be propagated to more distant
frames after three learning blocks. The resulted proposal
features can capture long-term dependencies over the point
cloud sequence. It is worthy noting that, the parameters of
the convolutional layer in the same path can be shared and
all the tensor operations can be performed in parallel. This
makes our BiFA module lightweight and much more effi-
cient than other multi-frame fusion modules.

Outputs and loss function. Finally, we aggregate the
point-wise features of each proposal into a global repre-
sentation through a query-based transformer decoder layer,
where a learnable query feature q ∈ RD attends to each
point vector of proposal features ht ∈ RK×D through a
cross-attention module. The decoder layer can be depicted
as follows:

êt = Attention(q, ht, ht) + ht, (7)

et = FFN(êt) + êt. (8)

The decoded outputs across frames {et}Tt=0 are con-
catenated and passed to a group of detection heads for
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Figure 3. Illustration of our optimized point cloud pooling method. We first perform intra-voxel sampling to keep a fixed number of points
in each voxel. Then we query n× n voxels fields for each proposal and uniformly draw points from the non-empty voxels within.

Table 2. The latency of point cloud pooling on 1-frame, 4-frames
and 8-frames sequences.

N=168k N=674k N=1382k
Cylindrical Pooling 8.2ms 25.2ms 40.1ms

Our Optimized 2.3ms 3.4ms 5.0ms

bounding-box refinement. The overall loss function Ltotal

is the summation of the confidence prediction loss Lconf

and the box regression loss Lreg as follows:

Ltotal = Lconf + αLreg, (9)

where α is a balancing hyper-parameter. We adopt the same
binary cross entropy loss and box regression loss employed
in CT3D [19] as our Lconf and Lreg.

3.3. Efficient Point Cloud Pooling

In this subsection, we optimize the point cloud pooling
method to sample a fixed number of points more efficiently
from the cylindrical region of each proposal. As shown in
Fig. 3, we perform proposal-based point sampling in two
steps, i.e., the intra-voxel sampling and the voxel-field sam-
pling. In the first step, the input space is discretized into a
voxel grid with voxel size v, and each point corresponds to a
voxel coordinates (⌊x

v ⌋, ⌊
y
v ⌋). Here the voxel partition in z-

axis is omitted considering that the cylindrical regions have
unlimited height. Then, up to k points are kept in each voxel
and padding points are inserted if the voxel has less than k
points. Due to the high memory consumption required to
store all voxels in a dense grid, we follow [14] to store only
non-empty voxels in a contiguous memory and use a hash
table to store the mappings between the coordinates of non-
empty voxels and their indices in memory space.

In the second step, we first query n-by-n voxel-field
for each proposal and calculate the coordinates of the vox-
els within. Next, we convert the coordinates of voxel into
hashed keys and look up the table for querying the sampled
points generated from the first hierarchy. The hash-table
will return “-1” if no keys are found, which means it is an
empty voxel. The queried points are then drawn from these

voxels and stored in an output buffer if the following con-
ditions are met: 1) it is a valid point and 2) it falls into the
cylindrical region, i.e. satisfying Eq. 1.

Complexity and efficiency We perform an in-depth
analysis of our optimized pooling method and the previous
cylindrical pooling methods [2,19,30] in continuous space.
Given N points, M proposals and the requirement of sam-
pling K points in each proposal, the original method costs
O(NM) + O(MK) complexity due to the calculation of
pair-wise distances between points and proposals. In con-
trast, our optimized version costs O(N)+O(M)+O(MK)
complexity, where the first term is the cost of intra-voxel
sampling, the second term is the cost of querying voxel-field
for each proposal and the third term is the cost of drawing
points from the queried voxels. We evaluate the latency of
point cloud pooling on sequences with different lengths. As
shown in Tab. 2, our optimized pooling method can achieve
an 8× speedup over the original pooling method.

4. Experiment

4.1. Dataset and Implementation Details

Dataset. We evaluate our MSF on Waymo Open Dataset
(WOD), which is a large-scale multi-modality dataset for
autonomous driving. WOD contains 1,150 sequences,
which are divided into 798 training, 202 validation, and 150
testing sequences, respectively. Each sequence is 20s long,
captured by a 64-line LiDAR sensor at 10Hz frequency. The
evaluation metrics used in WOD are mean average precision
(mAP) and mAP weighted by heading accuracy (mAPH).
Three object classes, ”Vehicle”, ”Pedestrian” and ”Cyclist”,
are evaluated. Each object class is further categorized into
two levels of difficulties, LEVEL1 and LEVEL2. The for-
mer refers to objects with more than 5 points and the latter
refers to objects with less than 5 but at least 1 point.

Implementation. We employ the traditional Center-
Point [28, 33, 36] as our region proposal network (RPN).
To include motion information, we concatenate four adja-
cent frames at input and add one additional head for pre-
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Table 3. Performance comparison on the validation set of Waymo Open Dataset.

Method Frames ALL (3D mAPH) Vehicle (AP/APH) Pedestrian (AP/APH) Cyclist (AP/APH)
L1 L2 L1 L2 L1 L2 L1 L2

SECOND [28] 1 63.05 57.23 72.27/71.69 63.85/63.33 68.70/58.18 60.72/51.31 60.62/59.28 58.34/57.05
PointPillar [9] 1 63.33 57.53 71.60/71.00 63.10/62.50 70.60/56.70 62.90/50.20 64.40/62.30 61.90/59.90
IA-SSD [35] 1 64.48 58.08 70.53/69.67 61.55/60.80 69.38/58.47 60.30/50.73 67.67/65.30 64.98/62.71

LiDAR R-CNN [10] 1 66.20 60.10 73.50/73.00 64.70/64.20 71.20/58.70 63.10/51.70 68.60/66.90 66.10/64.40
RSN [26] 1 - - 75.10/74.60 66.00/65.50 77.80/72.70 68.30/63.70 - -

PV-RCNN [21] 1 69.63 63.33 77.51/76.89 68.98/68.41 75.01/65.65 66.04/57.61 67.81/66.35 65.39/63.98
Part-A2 [24] 1 70.25 63.84 77.05/76.51 68.47/67.97 75.24/66.87 66.18/58.62 68.60/67.36 66.13/64.93

Centerpoint [33] 1 - 65.50 - -/66.20 - -/62.60 - -/67.60
VoTR [14] 1 - - 74.95/74.25 65.91/65.29 - - - -
VoxSeT [6] 1 72.24 66.22 74.50/74.03 65.99/65.56 80.03/72.42 72.45/65.39 71.56/70.29 68.95/67.73
SST-1f [3] 1 - - 76.22/75.79 68.04/67.64 81.39/74.05 72.82/65.93 - -

SWFormer-1f [25] 1 - - 77.8/77.3 69.2/68.8 80.9/72.7 72.5/64.9 - -
PillarNet [20] 1 74.60 68.43 79.09/78.59 70.92/70.46 80.59/74.01 72.28/66.17 72.29/71.21 69.72/68.67

PV-RCNN++ [22] 1 75.21 68.61 79.10/78.63 70.34/69.91 80.62/74.62 71.86/66.30 73.49/72.38 70.70/69.62

3D-MAN [31] 16 - - 74.53/74.03 67.61/67.14 71.7/67.7 62.6/59.0 - -
SST-3f [3] 3 - - 78.66/78.21 69.98/69.57 83.81/80.14 75.94/72.37 - -

SWFormer-3f [25] 3 - - 79.4/78.9 71.1/70.6 82.9/79.0 74.8/71.1 - -
CenterFormer [37] 4 77.0 73.2 78.1/77.6 73.4/72.9 81.7/78.6 77.2/74.2 75.6/74.8 73.4/72.6
CenterFormer [37] 8 77.3 73.7 78.8/78.3 74.3/73.8 82.1/79.3 77.8/75.0 75.2/74.4 73.2/72.3

MPPNet [2] 4 79.83 74.22 81.54/81.06 74.07/73.61 84.56/81.94 77.20/74.67 77.15/76.50 75.01/74.38
MPPNet [2] 16 80.40 74.85 82.74/82.28 75.41/74.96 84.69/82.25 77.43/75.06 77.28/76.66 75.13/74.52

MSF (ours) 4 80.20 74.62 81.36/80.87 73.81/73.35 85.05/82.10 77.92/75.11 78.40/77.61 76.17/75.40
MSF (ours) 8 80.65 75.46 82.83/82.01 75.76/75.31 85.24/82.21 78.32/75.61 78.52/77.74 76.32/75.47

dicting the velocity of objects. In our experiments, we first
train RPN using the official settings of OpenPCDet1, and
use it to generate proposals of WOD. Based on these pro-
posals, we then train our region-based network for 6 epochs
by using the ADAM optimizer with an initial learning rate
of 0.003 and a batch size of 16. The learning rate is de-
cayed with One-Cycle policy and the momentum is set be-
tween [85%, 95%]. During the training, we sample region
proposals with IoU>0.5 and conduct proposal augmenta-
tion following PointRCNN [23]. A number of 128 raw Li-
DAR points are randomly sampled for each proposal. The
voxel size v and the points-per-voxel k used in voxel-based
sampling are set to 0.4 and 32, respectively. The feature di-
mension of each point in the learning block is set to 256. At
the training stage, we use the intermediate supervision by
adding loss to the output of each learning block and sum all
the intermediate losses to train the model. At the test stage,
we only use the bounding boxes and the confidence scores
predicted from the last learning block.

4.2. Results on WOD

Waymo Validation Set. Tab. 3 compares the perfor-
mance of MSF and the current state-of-the-art methods. As
can be seen, multi-frame detectors generally outperform
single-frame methods. The best two multi-frame methods
by far are MPPNet [2] based on proposal trajectory and

1https://github.com/open-mmlab/OpenPCDet/

CenterFormer [37] based on transformer model. Using the
same number of frames, our MSF method significantly out-
performs CenterFormer by 3.4% APH and 1.2% APH on
LEVEL1 and LEVEL2, respectively. This demonstrates
that fusing multiple frame feature at the region level is more
effective than the fusion with convolutional features. Com-
pared with MPPNet [2], which is also based on region-level
fusion, our method outperforms it on almost all cases, ex-
cept for the APH of Vehicle LEVEL1. It should be noted
that our MSF method only use 8 frames, while MPPNet
uses 16 frames. MSF uses different pooling sizes in dif-
ferent frames, therefore generating multi-level contextual
features for each object. Specifically, MSF models with 4-
and 8-frames achieve the mAPH of 74.62% and 75.13%,
respectively, recording new state-of-the-arts. In addition,
both CenterFormer and MPPNet extract features on each
frame of the sequence with the need of a memory bank to
store the intermediate results of preceding frames, while our
method performs proposal generation only on the current
frame, which is more practical to online inference.

Waymo Test Set. In Tab. 4, we show the results of our
8-frame model by submitting the prediction result to the
online server for evaluation. Our method outperforms all
the previously published methods. In particular, the im-
provements on Vehicle and Pedestrian classes are signifi-
cant, outperforming the best competitor, i.e., CenterFormer,
by 1.91% APH and 1.89% APH on LEVEL2, respectively.
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Table 4. Performance comparison on the test set of Waymo Open Dataset.

Method ALL (3D mAPH) Vehicle (AP/APH) Pedestrian (AP/APH) Cyclist (AP/APH)
L1 L2 L1 L2 L1 L2 L1 L2

PointPillar [9] - - 68.10 60.10 68.00/55.50 61.40/50.10 - -
StarNet [15] - - 61.00 54.50 67.80/59.90 61.10/54.00 - -
M3DETR [5] 67.1 61.9 77.7/77.1 70.5/70.0 68.2/58.5 60.6/52.0 67.3/65.7 65.3/63.8
3D-MAN [31] - - 78.28 69.98 69.97/65.98 63.98/60.26 - -

PV-RCNN++ [22] 75.7 70.2 81.6/81.2 73.9/73.5 80.4/75.0 74.1/69.0 71.9/70.8 69.3/68.2
CenterPoint [33] 77.2 71.9 81.1/80.6 73.4/73.0 80.5/77.3 74.6/71.5 74.6/73.7 72.2/71.3

RSN [26] - - 80.30 71.60 78.90/75.60 70.70/67.80 - -
SST-3f [3] 78.3 72.8 81.0/80.6 73.1/72.7 83.3/79.7 76.9/73.5 75.7/74.6 73.2/72.2

MPPNet [2] 80.59 75.67 84.27/83.88 77.29/76.91 84.12/81.52 78.44/75.93 77.11/76.36 74.91/74.18
CenterFormer [37] 80.91 76.29 85.36/84.94 78.68/78.28 85.22/ 82.48 80.09/77.42 76.21/75.32 74.04/73.17

MSF (ours) 81.74 76.96 86.07/85.67 79.20/78.82 85.99/83.10 80.61/77.82 77.29/76.44 75.09/74.25

Table 5. Ablation experiments on the WOD validation set. “ME”
refers to using Motion Embedding and “SA” refers to using Self-
Attention modules. “Q” means using query-based decoder layer to
generate global representation of proposal features and “M” means
using single max-pooling layer for global feature generation. APH
scores on LEVEL1 and LEVEL2 are reported.

ME SA BiFA Decoder L1 L2
✓ ✓ ✓ Q 80.20 74.62
✘ ✓ ✓ Q 80.03 (-0.17) 74.50 (-0.12)
✓ ✘ ✓ Q 76.51 (-3.69) 71.91 (-2.71)
✓ ✓ ✘ Q 78.25 (-1.95) 73.11 (-1.51)
✓ ✓ ✓ M 79.54 (-0.66) 74.08 (-0.54)

Table 6. Bidirectional feature aggregation vs. unidirectional fea-
ture aggregation.

Forward Backward L1 L2
✓ ✓ 80.20 74.62
✓ ✘ 79.64 (-0.56) 74.35 (-0.27)
✘ ✓ 78.97 (-1.23) 73.77 (-0.85)

Table 7. The performance by integrating the proxy points and
MLP mixer from MPPNet. “SA” and “Mixer” denote the self-
attention and MLP Mixer [2], respectively. The APH scores of
LEVEL2 on three object classes are reported.

Config Vehicle. Pedestrian. Cyclist
Raw + SA 73.35 75.11 75.40

Proxy + SA 73.12 (-0.23) 74.20 (-0.91) 74.32 (-1.08)
Proxy + Mixer 73.45(+0.10) 74.13 (-0.98) 74.39 (-1.01)

4.3. Ablation Studies

In this section, we conduct in-depth analysis on MSF by
evaluating the effectiveness of each individual component
of it. We report the APH metric of our 4-frame model on the
WOD validation set. The ablation study results are shown

in Tab. 5 to Tab. 8, respectively.
Motion embedding. As can be seen from the 1st and 2nd

rows of Tab. 5, without motion encoding, the performance
of our proposed MSF will drop by 0.17% on LEVEL1 and
0.12% in LEVEL2. This indicates that the motion informa-
tion is beneficial to infer the object’s geometry information
in point cloud sequences.

Self-attention. As can be seen from the 1st and 3rd rows
of Tab. 5, without using self-attention for spatial interac-
tions, MSF will suffer from significant performance drop,
3.69% on LEVEL1 and 2.71% on LEVEL2. This indicates
that the intra-frame interaction is vital for learning internal
geometry information of the proposals.

Bidirectional feature aggregation. From the 1st and 4th

rows of Tab. 5, we can find that enforcing temporal interac-
tions among hidden features of proposals by using the pro-
posed BiFA module can bring an improvement of 1.95% on
LEVEL1 and 1.51% on LEVEL2, which demonstrates the
benefits of exploring long-term dependencies in the point
cloud sequence. We also conduct experiments by perform-
ing unidirectional feature aggregation with either forward
or backward path. The results are shown in Tab. 6, from
which we see that the unidirectional model obtains lower
APH scores than that of the bidirectional model.

Query-based decoder layer. As shown in the last row
of Tab. 5, by replacing the final query-based decoder layer
with a single max-pooling layer, the performance will drop
slightly by 0.66% and 0.54%. This is because the final
proposal representation after decoder can be regarded as
a weighted sum of all point features, and the decoding
weights of different points can intrinsically introduce more
dynamics for feature representation.

Spatial modeling with proxy points and MLP mixer.
We perform an analysis by integrating the proxy points and
MLP mixer developed in our best competitor MPPNet [2]
into MSP. We first follow MPPNet to generate proxy point

5202



Table 8. The APH (L2) scores on objects with different velocities
using the 8-frame model. The objects are categorized into sta-
tionary (<0.2m/s), slow (0.2∼1m/s), medium (1∼6m/s) and fast
(>6m/s) groups.

Stationary Slow Medium Fast
γ=1.0 70.32 70.30 75.60 80.32
γ=1.1 70.43 71.17 77.56 82.48
γ=1.2 70.35 71.23 77.44 82.31

of each proposal and apply a set abstraction [17] to aggre-
gate the point-wise features to every proxy point. As shown
in the 1st and 2nd rows of Tab. 7, using features of proxy
points will degrade the performance on Vehicle and more
significantly on Pedestrian and Cyclist classes. After re-
placing the self-attention module with the MLP mixer, the
performance degradation on Pedestrian and Cyclist classes
still exists, as shown in the 3rd row of Tab. 7. This phe-
nomenon is contradictory to the conclusion in MPPNet that
using proxy points to formulate proposal features is more
effective than using raw points. We believe this is because
MPPNet applies per-frame detection, and thus the proposals
across frames may have different sizes, while proxy points
can provide consistent representations for different frames.
In contrast, our method uses propagated proposals with the
same size over the sequence, and hence our proposal fea-
tures are naturally on the same scale. For small objects such
as pedestrian and cyclist, the features from raw points can
provide more fine-grained details than proxy points.

Effects of γ. We evaluate how γ affects the performance
on the objects with different speeds. As shown in Tab. 8,
gradually expanding the proposal region with γ=1.1 will
bring substantial improvements on the moving objects. This
demonstrates that our model is able to capture the informa-
tion of fast moving objects, even in the distant frames. Inter-
estingly, we also see improvements on slow and stationary
objects. This is because the different pooling sizes could
provide multi-level contextual information, which is bene-
ficial for detecting the objects. As shown in the 3rd row of
Tab. 8, no further improvements can be made by increasing
the value of γ to 1.2.

4.4. Runtime Analysis

Fig. 4 illustrates the latency decomposition of differ-
ent methods. Here the latency is computed as the average
runtime over 100 samples that are randomly drawn from
WOD validation set, which is measured by a single Nvidia
GeForce RTX A6000 GPU. Since all the methods employ
the same backbone network, we exclude the runtime of the
backbone from the latency for better comparison. For MPP-
Net and CenterFormer, we assume that the features from the
preceding frames are already available in the memory bank.
As can be seen, MPPNet costs much time in the feature
encoding stage because it performs set-abstraction [17] to

Figure 4. Comparison of the runtime of different methods.

Table 9. The runtime decomposition of MPPNet and MSF.

MPPNet MSF
MLP-Mixer Cross-Attention Self-Attention BiFA

75 ms 24 ms 36 ms 12 ms

group raw points on the proxy points, which requires ma-
nipulating point clouds in continuous space. In compari-
son, our method takes only 4 milliseconds to encode raw
points as proposal features. The overall latency of MPP-
Net, CenterFormer and MSF are 99, 80 and 50 millisec-
onds, respectively. Tab. 9 further decomposes the network
latency regarding the spatial and temporal modules in MPP-
Net and MSF. As can be seen, the self-attention module and
BiFA module are much more efficient than MLP-Mixer and
cross-attention module, respectively. Thanks to our opti-
mized point cloud pooling, MSF achieves higher efficiency
even compared with CenterFormer, which performs feature
fusion directly on the convolutional features.

5. Conclusion

We presented a novel motion-guided sequential fusion
method, namely MSF, for 3D object detection from point
cloud sequence. Unlike previous multi-frame detectors
that performed feature extraction on each frame of the se-
quence, MSF adopted a proposal propagation strategy to
mine points-of-interest based on the proposals generated on
the current frame, therefore reducing the redundant compu-
tations and relieving reliance on the preceding results. A
bidirectional feature aggregation module was proposed to
enable cross-frame interaction between proposal features,
facilitating MSF to capture long-term dependencies over the
sequence. Besides, we optimized the point cloud pooling
process, allowing MSF to process large-scale point cloud
sequences in milliseconds. The proposed MSF achieved
state-of-the-art performance on the Waymo Open Datasets
and it was more efficient than other multi-frame detectors.
In future research, we plan to extend MSF to generate detec-
tion priors on the future frames to further reduce the overall
computation of multi-frame detection.
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