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Figure 1. Visualization of CARTO on unseen object instances. We first use CARTO to jointly detect all objects in the scene and then articulate them while
keeping the predicted shape code constant.

Abstract

We present CARTO, a novel approach for reconstruct-
ing multiple articulated objects from a single stereo RGB
observation. We use implicit object-centric representations
and learn a single geometry and articulation decoder for
multiple object categories. Despite training on multiple cat-
egories, our decoder achieves a comparable reconstruction
accuracy to methods that train bespoke decoders separately
for each category. Combined with our stereo image encoder
we infer the 3D shape, 6D pose, size, joint type, and the joint
state of multiple unknown objects in a single forward pass.
Our method achieves a 20.4% absolute improvement in mAP
3D IOU50 for novel instances when compared to a two-stage
pipeline. Inference time is fast and can run on a NVIDIA
TITAN XP GPU at 1 HZ for eight or less objects present.
While only trained on simulated data, CARTO transfers to
real-world object instances. Code and evaluation data is
available at: carto.cs.uni-freiburg.de

1. Introduction
Reconstructing 3D shapes and inferring the 6D pose and

sizes of objects from partially observed input observations
remains a fundamental problem in computer vision with ap-
plications in Robotics [10, 11, 13, 20] and AR/VR [8, 44].

This object-centric 3D scene understanding problem is chal-
lenging and under-constrained since inferring 6D pose and
shape can be ambiguous without prior knowledge about the
object of interest. Previous work has shown that it is possible
to perform category-level 3D shape reconstruction and 6D
pose estimation in real-time [7], enabling the reconstruction
of complete, fine-grained 3D shapes and textures. However,
there are a wide variety of real-world objects that do not
have a constant shape but can be articulated according to
the object’s underlying kinematics. There has been great
progress in articulated object tracking [5,9,32,37] and recon-
struction [10,26] from a sequence of observations. However,
a sequence of observations is cumbersome since it often
requires prior interaction with the environment. In contrast,
object reconstruction from a single stereo image through
inferring latent information about an object a priori enables
both grasping and manipulation of previously unknown artic-
ulated objects. Additionally, estimates from a single image
can also serve as a good initial guess for object tracking
approaches [37].

Previous approaches to articulated object reconstruction
from a single observation use a two-stage approach [16]
where first objects are detected using, e.g., Mask-RCNN [4].
Then, based on the detection output, object properties, e.g.
part-poses and NOCS maps [35], are predicted and the object
is reconstructed using backward optimization [24]. Such an
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approach is complex, error prone, does not scale across many
categories, and does not run in real-time.

To mitigate the aforementioned challenges, building on
ideas from [7] - a single-shot approach to output complete
3D information (3D shape, 6D pose, and sizes of multiple ob-
jects) on a per-pixel manner - we present “Category and Joint
Agnostic Reconstruction of ARTiculated Objects” (CARTO).
First, extending [24], we train a robust category- and joint-
agnostic 3D decoder [3, 24, 28] by learning disentangled
latent shape and joint codes. The shape code encodes the
canonical shape of the object while the joint code captures
the articulation state of the object consisting of the type of
articulation (e.g., prismatic or revolute) and the amount of
articulation (i.e. joint state). To disentangle both codes we
impose structure among our learned joint codes by propos-
ing a physically grounded regularization term. Second, in
combination with our stereo RGB image encoder we can
do inference in a single-shot manner to detect the objects’
spatial centers, 6D poses and sizes as well as shape and
joint codes. The latter two can then be used as input to our
category- and joint-agnostic decoder to directly reconstruct
all detected objects.

To evaluate CARTO, we first evaluate the reconstruction
and articulation state prediction quality of our category- and
joint-agnostic decoder and compare against decoders trained
on a single category. In an ablation study we show the neces-
sity of our proposed joint code regularization over naively
training the joint codes. We then quantitatively compare our
full pipeline to a two-stage approach on synthetic data and
show qualitative results on a new real-world dataset.

Our main contributions can be summarized as follows:
• An approach for learning a shape and joint decoder

jointly in a category- and joint-agnostic manner.
• A single shot method, which in addition to predicting

3D shapes and 6D pose, also predicts the articulation
amount and type (prismatic or revolute) for each object.

• Large-scale synthetic and annotated real-world evalua-
tion data for a set of articulated objects across 7 cate-
gories.

• Training and evaluation code for our method.

2. Related Work
Related work to CARTO includes neural fields for recon-

struction, implicit reconstructions of non-rigid objects and
articulated object detection, pose estimation, and reconstruc-
tion.
Neural Fields for Reconstruction: Neural fields, i.e.
coordinate-based multi-layer perceptrons [39], have become
a popular method for reconstruction in recent years. These
methods encode continuous functions that model various
scene properties, such as Signed Distance [28], radiance [23],
and occupancy [21]. Variations of these include hybrid
discrete-continuous representations that employ an exter-

nal data structure, i.e. a grid or an octree, to partition the
implicit function [29, 43]. The encoded shape can then be
extracted via sphere tracing [17] after querying the implicit
function repeatedly. Recent advances in differential render-
ing have enabled learning of shapes, as well as other scene
properties such as appearance, only from images and without
the need for 3D supervision [23]. Our approach falls into the
paradigm of using neural fields for articulated object recon-
struction and further learns a complete system for detection,
pose estimation, and articulated shape reconstruction from a
single observation.
Implicit Reconstruction of Non-Rigid Objects: Going be-
yond static scenes with rigid objects, [1] handle dynamic
scenes while [27, 33] focus on reconstructing humans by
leveraging their strong shape and kinematic prior as well
as the amount of readily available datasets. [42] propose a
general reconstruction framework to reconstruct any non-
rigid entity (i.e. humans, animals, or objects) given only
an RGB-video without requiring a category-specific shape
template, while [14] focus on point cloud input data and split
the prediction into a canonical shape and a deformation field.
One downside of general reconstruction methods is that they
do not leverage the rigidity and kinematic constraints of ar-
ticulated objects. To explicitly use such priors, [26] propose
a method that processes a multi-view sequence of a mov-
ing object and discovers its parts as well as their respective
reconstruction and kinematic structure in an unsupervised
way. Going one step further, [36] learn a shape and appear-
ance prior for each category which allows them to model
accurate reconstructions of articulated objects with only 6
given views. Similarly, [34] propose a Neural Radiance Field
(NeRF) based method that can reconstruct objects on a cate-
gory level given some images of an object. Also leveraging
a learned shape prior over objects of the same category, [24]
reconstructs articulated objects using only a single observa-
tion by optimizing for a latent shape code; similarly to [34],
their method is only tested on revolute objects.

Our approach also represents objects through low-
dimensional codes. However, by disentangling the shape
from the articulation state in our code, our method becomes
category- and joint-agnostic. Other multi-category models,
such as [10], reconstruct objects given a point cloud in two
different articulation states, which limits the approach to ob-
jects with a single joint; [25] uses many observations before
and after articulation to reconstruct an object. Most similar to
our disentangled representation, [40] learns a latent space in
which part-pairs are close if one part-pair can be transformed
into another through a valid joint transformation.
Articulated Object Detection, Pose Estimation and Re-
construction: Work in articulated object detection and pose
estimation typically first requires the detection of individual
parts and their respective poses from a sequence of images
demonstrating the articulation [5, 9, 10, 32, 37] or from a
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single image [15, 16, 22]. [15] combines this part-level view
of articulated objects with a holistic object-centric view as
done for rigid objects [35]. Similarly, our work predicts the
poses for articulated objects in the scene in a single pass
from a single stereo or RGB-D image, without the need to
detect individual parts first. Most similar to us, [7, 8] also
detect the pose, shape and scale of multiple objects from
an RGB-D observation via a single-stage approach. Both
methods perform category-agnostic detection of unseen ob-
ject instances at test time, however, they are limited to rigid
objects, with [7] using a point cloud decoder for shape recon-
struction, while [8] employs a latent shape and appearance
prior. Our method also performs category-agnostic object
detection and reconstruction, and we extend [7, 8] to handle
articulated objects of multiple types in a single network for-
ward pass, thus enabling fast and accurate articulate shape,
pose and size estimation from a single stereo image.

3. Technical Approach
In this section, we detail our proposed single-shot de-

tector for articulated objects. Our method consists of two
individually learned components: an encoder that predicts
latent object codes as well as poses in the camera frame
and a decoder that reconstructs objects in a canonical frame
that can be transformed into the camera frame through the
predicted pose. An overview of our approach is shown in
Fig. 2.

3.1. Encoder

Our encoder builds upon CenterSnap [7] and SimNet [13].
For each pixel in our input stereo image IW×H×6 we predict
an importance scalar ψ, where a higher value indicates close-
ness to a 2D spatial center in the image of the object. The full
output map of ψ represents a heatmap over objects. Addi-
tionally, we predict a dense pixel map of canonical 6D poses
for each articulated object independent of their articulation
state. Further, we extend [7], which predicted a shape code
zs ∈ RDs , to also predict a joint code zj ∈ RDj for each
pixel. These codes can be used to predict the articulation
state of the object.

Additionally, while not needed for our full pipeline, to
guide the network towards important geometric object fea-
tures, we also predict a semantic segmentation mask as well
as 3D bounding boxes, again on a pixel-level. We use these
predictions for constructing our baseline as described in
Sec. 4.3. Last, we also predict a depth map DW×H . The full
network architecture is given in Sec. S.1.1.

During inference of our full pipeline, given the predicted
heatmap of importance values, we use non-maximum sup-
pression to extract peaks in the image. At each peak, we
then query the feature map to get the pose, shape, and joint
code. We convert our 13-dimensional pose vector to a scale
value ∈ R of the canonical object frame, a position ∈ R3

and using [2] to an orientation ∈ R3×3 in the camera frame.
We then use the shape and joint code to reconstruct each
object in its canonical object frame using our decoder. After
reconstruction, we use the predicted pose to place the object
in the camera frame as shown in Fig. 2.

3.2. Decoder

Given a latent code, the decoder reconstructs object ge-
ometry, classifies the discrete joint type (i.e., as prismatic or
revolute), and predicts the continuous joint state. To disen-
tangle the shape of the object from its articulation state, we
split the latent code in two separate codes: a shape and a joint
code. We assign the same unique shape code zs ∈ RDs to an
object instance in different articulation states, where an artic-
ulation state is expressed through its own joint code variable
zj ∈ RDj . We structure our decoder as two sub-decoders,
one for reconstructing the geometry (Sec. 3.2.1) and the
other for predicting the joint type jt and state q (Sec. 3.2.2).
See Sec. S.1.2 for a full architecture description.

3.2.1 Geometry Decoder

The geometry decoder ϕgeom reconstructs objects based on a
shape code zs and joint code zj. In principle, the approach
is agnostic to the specific decoder architecture as long as
it is differentiable with respect to the input latent codes.
While there are many potential options such as occupancy
maps [21] as adopted in [10], we use signed distance func-
tions (SDFs) [28] due to the proven performance in [24, 28].
Specifically, in the case when using SDFs as our geometry
decoder, the model takes as input a point in 3D space x as
well as a shape zs and joint code zj

ϕgeom(zs, zj,x) = ŝx (1)

and predicts a value ŝx that indicates the distance to the
surface of the object.

For faster inference, we implement a multi-level refine-
ment procedure [8]. We first sample query points on a coarse
grid and refine them around points that have a predicted dis-
tance within half of the boundary to the next point. This step
can be repeated multiple times to refine the object prediction
up to a level l. Eventually, we extract the surface of the
objects by selecting all query points x for which |ŝx| < ϵ
holds. By taking the derivative

nx =
∂ϕgeom(zs, zj,x)

∂x
(2)

and normalizing it we get the normal n̂x at each point x,
which can then be used to project the points onto the surface
of the object with x̂ = x− ŝxn̂x.
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Figure 2. Overview of our proposed method. We first encode a stereo image using [13] to predict a depth and an importance value, a pose as well as a shape
and joint code for each pixel using peak detection on the depth map allows us to detect objects which then can be reconstructed given the latent code. Last, to
place the objects in camera frame we transform the reconstructed point cloud using the predicted poses at the peaks. On the right side we show the position
of the predicted shape codes in a t-SNE visualization of the learned shape codes for the training used as input to our single category- and joint-agnostic
decoder. We additionally project each categories mean shape code and use them to reconstruct the objects at the average prismatic and revolute joint state in
the training set.
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Figure 3. Intuition for Latent Space Regularization. Our main idea is that
the joint codes of two similarly articulated objects should be close. We
define the similarity first through the joint type jt and second through an
exponential distance measure of the joint state q. Here, the laptop (a) and
the oven (b) have a revolute joint and are similarly wide open around 30◦.
Compared to that, table (d) has a prismatic joint and thus should not be
close to the revolute instances. Contrary to that, the dishwasher (c), has
a revolute joint but is opened much more than the other revolute objects
and therefore, should be relatively close. The visualization shows a lower
dimensional projection of our learned latent joint space trained using our
regularization.

3.2.2 Joint Decoder

As we represent the articulation state of the object implicitly
through a joint code zj, we additionally introduce an artic-
ulation state decoder ϕjoint to regress a discrete joint type
jt = {prismatic, revolute} and a continuous joint state q:

ϕjoint(zj) = ĵt, q̂ (3)

We use a multi-layer perceptron with 64 neurons in one
hidden layer.

3.2.3 Backward Code Optimization

For the task of canonical object reconstruction from a set
of SDF values at specific query points, we follow the opti-

mization procedure from [24] to retrieve a shape and joint
code. Different from [24], we utilize GPU parallelization
to optimize multiple code hypotheses at once and pick the
best one in the end. Additionally, we do not reset the codes
as done in [24] but rather freeze them for some iterations.
In early testing, we discovered that first optimizing for both
codes jointly together gives a good initial guess. Freezing the
joint code in a second stage of optimization helps such that
the shape fits the static part and then last, freezing the shape
code such that the joint code can do some fine adjustment to
the articulation state of the object. To guide the gradient in
the joint code space, we first transform the space using the
singular value decomposition of the stacked training joint
codes zn

j ∀n ∈ 1, . . . , N . For further information, refer to
Sec. S.2.

3.3. Training Protocol

To train CARTO, we first train the decoder as it provides
ground truth training labels for the shape and joint code
supervision of our encoder. Once shape and joint code labels
are obtained for the objects in the dataset, we then train our
encoder to predict the latent codes in addition to object pose.
Thus, to adhere with our training procedure, we will first
explain how to train our decoder and then our encoder.

3.3.1 Decoder

Given a training set of M objects each in N articulation
states, we denote the m-th object in its n-th articulation state
as xm,n. As during training, a fixed association between each
object and its latent codes is given, we can uniquely identify
xm,n = (zm

s , z
n
j ) as a tuple of both. This allows us to pass

the gradient all the way to the codes themselves and thus,
the embedding spaces rearrange them accordingly. Similar
to [24], during training we regularize the codes through
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minimizing the L2-norm

Lreg(z) = ∥z∥, (4)

where z is either zs or zj.

The geometry decoder described in Sec. 3.2.1 is trained on
a set of query points x close to the object surface sampled
as in [28]. We define our reconstruction loss Lrec as in [28]
but use a leaky clamping function

clampl(s|δ, α) =

{
s |s| ≤ δ,

αs |s| > δ
(5)

which is conceptually similar to a leaky ReLU by instead
of hard clamping values above a threshold δ, we multiply
it by a small factor α. Initial testing revealed a more stable
training. Our reconstruction loss at one query point x is now
given by:

Lrec (zs, zj,x, sx) = (6)
|clampl(ϕgeom(zs, zj,x)|δ, α)− clampl(sx|δ, α)| ,

where sx is the ground truth distance to the surface.

The joint decoder introduced in Sec. 3.2.2 is jointly trained
with the aforementioned geometry decoder. For the joint
type loss Ljt, we use cross entropy between the predicted
joint type ĵt and ground truth jt and for the joint state loss Lq

the L2-norm between the predicted joint state q̂ and ground
truth q.

Joint Space Regularization: One core contribution of our
approach is how we impose structure in our joint code space
during our decoder training. Here, we enforce the same
similarity of latent codes as their corresponding articulations
states have. A visualization of the underlying idea is shown
in Fig. 3. Formally, given the joint codes zk

j and zl
j encoding

two different articulation states k, l ∈ 1, . . . , N , we define
the similarity between them in latent space as

simlatent
(
zk

j , z
l
j

)
= exp

(
−
∥zk

j − zl
j∥

σ

)
. (7)

Similarly, we define the respective similarity in real joint
space, considering the joint types jtk and jtl and the joint
states qk and ql, through

simreal
((

jtk, qk
)
,
(
jtl, ql

))
= (8)exp

(
−
(

qk−ql

σjt

)2)
jtk = jtl

0 jtk ̸= jtl,

where σjt is a joint type specific scaling. By minimizing the
L1-norm between both similarity measurements

Ljr
(
zk

j , z
l
j

)
= (9)∣∣simlatent
(
zk

j , z
l
j

)
− simreal

((
jtk, qk

)
,
(
jtl, ql

))∣∣

we enforce that the latent similarities are similarly scaled as
their real similarities.

We scale this formulation to all articulation states in the
training set as described below. Calculating simreal can be
done once in a pre-processing step for all articulation state
pairs k, l ∈ 1, . . . , N resulting in a matrix Sreal ∈ RN×N .
Similarly, calculating all simlatent-pairs can be efficiently im-
plemented as a vector-vector product. We denote the result-
ing matrix as Slatent ∈ RN×N . Eq. (9) now simplifies to

Ljr =
|Slatent − Sreal|

N2
. (10)

Through this efficient calculation, optimizing this loss term
comes with almost no overhead during training. This concept
of similarity can be extended for arbitrary kinematic graphs.

Pre-Training: Before we start training our full decoder,
we only optimize our joint codes zn

j ∀n ∈ 1, . . . , N . The
pre-training helps with learning the full decoder as our joint
codes are already more structured and thus, it is easier to
learn the shape and joint code disentanglement. In the pre-
training, we minimize

Lpre = δreg,zj,preLreg,zj + δjr,preLjr, (11)

where Lreg,zj is the default norm regularization from Eq. (4)
and Ljr was introduced in Eq. (10).

Loss Function: Given an object xm,n, we express our full
decoder loss as

L =δreg,zsLreg,zs + δreg,zjLreg,zj + δrecLrec (12)
+ δjtLjt + δqLq,

where Lreg,z are the shape and joint code regularization from
Eq. (4), Lrec is the reconstruction loss introduced in Eq. (6),
Ljt and Lq are the joint type and state loss. We jointly
optimize L for the latent shape and joint code as well as
the network parameters of the geometry decoder and joint
decoder using ADAM [12] for 5000 epochs. Our new joint
code regularizer loss Ljr introduced in Eq. (10) is minimized
at the end of each epoch separately scaled by δjr. All δ
variables are scalars to balance the different loss terms and
are reported in Tab. S.1.

3.3.2 Encoder

Using [13] we generate a large-scale dataset in which we
annotate each pixel with its respective ground truth value
from the simulation as described in Sec. 3.1. For annotating
the shape codes we directly use the results of our previous
encoder training whereas for the joint code we use our in-
verse mapping explained in Sec. 3.3.3 to retrieve joint codes
for arbitrary sampled articulation states.
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3.3.3 Inverse Joint Decoder

To solve the inverse problem, given an articulation state for
which we want to retrieve a joint code, we fit polynomial
functions in the learnt joint code space. With the help of this
mapping, we can retrieve arbitrary joint codes which then
can be combined with a shape code to reconstruct objects in
novel articulation states which have not been seen during the
decoder training. Additionally, the mapping provides joint
code training labels for the encoder.

We describe the full mapping as a function ξcode(jt, q) =
zj that takes a joint type jt and joint state q as input and out-
puts a joint code zj. We leverage the fact that after decoder
training, we learned a joint code zn

j for each known training
articulation state. We now define individual mappings for
each joint type jt the following way. We will treat each la-
tent dimension d separately. For each dimension d, we fit a
polynomial function ξjt,d

code(q) of varying degree p through all
point tuples (qn, zn

j (d))∀n ∈ 1, . . . , N .
The final function

ξcode(jt, q) =

 ξ
jt,1
code(q)

...
ξ

jt,Dj

code (q)

 (13)

is then given by evaluating the polynomials individually and
stacking the results into a vector. The exact choice of p is
not important as long as the amount of joint codes to fit to is
much higher than the potential dimensions of the polynomial
p≪ N . Thus, we fixed p = 5 for all of our experiments. A
visualization of our learned latent joint space and the fitted
polynomials is given in Fig. S.3a.

4. Experiments
We conduct two main experiments, an object-centric

canonical reconstruction task and a full scene reconstruc-
tion task. The first experiment is to evaluate the performance
of our newly introduced decoder while the second experi-
ment highlights the advantages of our single-forward pass
method compared to a two-stage approach.

4.1. Object Set

For both experiments, we use 3D models from the
PartNet-Mobility [38] object set to generate a training and
test data set.

Categories: While PartNet-Mobility provides more than
2000 objects from 46 categories, as done in previous work [5,
9, 15, 24, 41] we only select a subset of all categories. From
this subset of categories, we select objects with one fixed
base part and one significant moving part (e.g. we filter out
knobs, buttons etc.). To later create realistic room layouts,
we further differentiate between three placement types for
objects, stand-alone (SA), counter (C) and table-top (TT)

Table 1. Overview of Selected Objects. We select a subset of the PartNet-
Mobility [38] object set and report the amount of instances we selected per
category for our training and test set. Our final object set has 92 objects
instances for training and 25 for testing.

Category
Joint
Type

SA C TT Train Test

Dishwasher Rev. ✗ ✓ ✗ 18 5
Laptop Rev. ✗ ✗ ✓ 20 5
Microwave Rev. ✓ ✗ ✓ 10 5
Oven Rev. ✓ ✓ ✗ 7 3
Refrigerator Rev. ✓ ✓ ✗ 10 2
Table Pris. ✓ ✗ ✗ 19 5
WashingMachine Rev. ✓ ✓ ✗ 8 2

SA = stand-alone, C = counter, TT = table-top
Rev. = Revolute, Pris. = Prismatic

objects. In Tab. 1 we list the number of objects per category
we selected as well as the context in which they can be used.

Object Canonicalization: When tackling the task of recon-
structing objects in a canonical object frame, usually, objects
are canonicalized such that they either fit into the unit cube
or unit sphere. This helps with the stability of learning and
simplifies hyperparameter tuning. This approach fails for
articulated objects as their outer dimensions change depend-
ing on the joint state. Blindly rescaling an articulated object
such that it fits inside the unit cube or unit sphere results in
an inconsistent part scaling across different joint states. To
mitigate this problem, [15] proposed the NAOCS-space. Fol-
lowing their approach, first, we bring an object in its closed
state (i.e. the lower joint limit) and put it in a canonical orien-
tation such that for all objects, Z is pointing upwards and X
back, Y is given through a right-hand coordinate frame sys-
tem. Different from [15], we rescale and translate the closed
object such that it fits in the unit cube and then backwards
apply that same rescaling and translation to all objects of the
same instance independent of the joint state of the object.
It is important to note that rescaling an articulated object
has no impact on revolute joint states (in deg), but prismatic
joint states (in m) which have to be rescaled accordingly.

4.2. Canonical Reconstruction Task

In our first experiment, we evaluate how well our decoders
reconstruct the object’s geometry and the articulation state.
Thus, the task is not to reconstruct the object in the camera
frame, but simply in its canonical frame. As described in
Sec. 3.2.3, we will optimize the shape and joint code for
each input SDF with ADAM [12] first jointly for 400 steps,
then only the shape code for 100 steps and finally, only the
joint code for 100 steps.

Dataset: To generate our dataset for the canonical recon-
struction task, we first apply the aforementioned canoni-
calization to each object from our object set described in
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Sec. 4.1. Here, the placement type does not matter. Then,
we sample each object in 50 joint configurations uniformly
spaced within the joint limits, make the meshes watertight
using [6] and follow [28] to generate 100k ground truth SDF
values. Lastly, we rescale the generated data by the largest
extents across all meshes to a unit cube. As mentioned in
Sec. 4.1 we also have to rescale prismatic joint states ac-
cordingly. While we do not consider this as a new dataset
contribution, we make our generation code available to allow
other researchers to adjust the selected object instances and
categories and generate their own data.

Baselines and Ablations: Throughout this experiment, we
will compare against the state-of-the-art for category-level
object reconstruction method A-SDF [24]. As A-SDF is
designed to work on a single category, first, to show that
learning an implicit joint code does not have a negative
impact rather than using the real joint state directly as input,
we compare against A-SDF directly by training CARTO also
only on a single category. Second, we will jointly train on
all categories to highlight that CARTO is able to generalize
to a wide variety of categories and articulations using one
model. Third, we additionally perform an ablation study to
understand the importance of our similarity regularization
introduced in Sec. 3.3.1. In this ablation study, we remove
the pre-training step and the post-epoch step. We call this
model CARTO-No-Enf. And fourth, we extend A-SDF to
also take the joint type as input which allows us to train it
jointly on all categories.

Please note that we neglect A-SDFs proposed test-time adap-
tion (TTA) technique as in real applications it would not be
practical to keep network weights of all different instances
encountered. Results using TTA are reported in Sec. S.5.1.

Metrics: To measure reconstruction quality, we report the
bi-directional L2-Chamfer distance multiplied by 1000 be-
tween the ground truth points and the extracted points using
the model’s respective generation method. To quantify the
articulation state prediction, we will report the joint type
prediction accuracy as well as the joint state error measured
in deg or m depending on the joint type for all correctly
classified joint types.

Results: The results for the canonical reconstruction task are
shown in Tab. 2. While no method clearly outperforms the
other, it is notable though that CARTO and A-SDF trained
on all categories are performing slightly better on average
across all categories compared to our baselines. This shows
that having disentangled joint and shape codes in CARTO
can make the reconstruction category-agnostic.

4.3. Full Pipeline Task

In our second experiment, the full pipeline task, we want
to investigate the advantages CARTO has over a two-stage

Table 2. Decoder Optimization Results. Each object is sampled in 50
different joint states for training as well as for testing. We average over all
instances from our seven categories here. For a category-level comparison
see Tab. S.3. † means the model is trained only on one category, thus the
joint type prediction is not applicable (N/A). The joint state error mean is
only reported across the revolute categories, as there is only one prismatic
category (reported in brackets).

Method CD (↓) Joint State
Error (↓)

Joint Type
Accuracy (↑)

A-SDF [24] † 1.437 11.337◦ (0.094m) N/A
CARTO † 1.190 12.474◦ (0.081m) N/A
A-SDF [24] 0.934 16.139◦ (0.235m) 0.962
CARTO-No-Enf 2.246 35.892◦ (0.104m) 0.646
CARTO 1.192 11.512◦ (0.141m) 0.908

approach. To that end, we set up two experiments, one
on simulated data and one on real-world data. For the full
pipeline experiment, we use the trained decoders from the
previous experiment.

Datasets: We evaluate on two datasets, quantitatively on
a synthetic dataset that aligns with our synthetic training
dataset and qualitatively on a newly collected real-world
dataset.

Synthetic Data: For training our encoder, we use Sim-
Net [13] to generate a large-scale dataset of indoor kitchen
environments. We use the same articulated object instances
from Tab. 1 we also used to train our decoders. Unlike the
previous experiment, the placement type of the object mat-
ters here. For each randomly sampled articulated object
in the scene, we randomly sample a joint state in its joint
limits as well as a scale from a pre-defined scale for each
category. To get ground truth joint codes for sampled articu-
lation states we use the proposed method in Sec. 3.3.3. After
sampling a scene, we generate noisy stereo images as well
as non-noisy depth images (only used for evaluation of the
baseline). To generate our synthetic test dataset we follow
the same procedure with the only exception that we use the
defined test-instances.

Real Data: Additionally, we evaluate the performance
on a real-world test dataset we collected. Therefore, we
select two real object instances from each of the following
categories: knives, laptops, refrigerators, staplers, ovens,
dishwashers, microwaves as well as one storage furniture
and washing machine instance. We place these instances
in common household environments. For each object, four
different viewpoints were collected for each of the four artic-
ulation states for the object. We measure the real joint state
and annotate the data using [30] with orientated 3D bound-
ing boxes. In total, we collected 263 images. For collection
we used a ZED 2 stereo camera. To get depth images we use
state-of-the-art, off-the-shelf learned stereo depth methods
to produce highly accurate depth images [31].

Comparison to other Datasets: To the best of our knowl-
edge, the closest works to CARTO’s dataset are the RBO [19]
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and BMVC [22] dataset. Both datasets do not provide large-
scale synthetic stereo-RGB or RGB-D images and only half
of the categories with readily available 3D furniture models
from PartNetMobility. For a full comparison see Tab. S.2.

Baselines: We set up two baselines using A-SDF [24] and
follow their proposed method to reconstruct objects in the
camera frame. Since A-SDF assumes a given segmentation
of the object as well as a pose that transforms the object
from the camera frame to the object-centric frame, we will
compare against two versions of A-SDF. One, where we
use ground truth segmentation masks and poses which we
call A-SDF-GT and one, where we use our model to predict
segmentation masks whose center we then use to query our
pixel-level pose map. We call this variant simply A-SDF. In
both cases we approximate normals using the depth image,
use the segmentation masks to extract the corresponding
object point cloud from the depth image, transform the point
clouds into the canonical object frame using the predicted
pose, create SDF values, optimize for the SDF values as
done in Sec. 4.2 and eventually reproject the reconstruction
into the camera frame using the same transformation.

Metrics: We compare our reconstructions in the camera
frame using two different metrics typically used for object
pose prediction [35]. First, we compare the absolute error of
the position and orientation by reporting the respective per-
centage below 10◦10cm and 20◦30cm combined. Second,
we evaluate the average precision for various IOU-overlap
thresholds (IOU25 and IOU50) between the reconstructed
bounding box and the ground truth bounding box. Both met-
rics serve as a proxy for articulation state and reconstruction
quality. For evaluation results on these more fine-grained
metrics, we refer to Sec. S.5.1.

Results: In Tab. 3 we report results using the aforementioned
metrics as well as show a speed comparison of CARTO
against the baselines.
Reconstruction: As visible in Tab. 3a CARTO shows supe-
rior performance over both variants of A-SDF for our full
reconstruction task. Overall the performance of all methods
is lower compared to similar experiments on category-level
rigid object detection [35]. This can be attributed to the fact
that in our kitchen scenarios we deal with heavy occlusions
due to many objects being placed under the counter. Taking
the occlusions into consideration, it becomes clear that for
A-SDF it is very difficult to estimate the exact extents given
only a front-showing partial point cloud of the object. Com-
pared to that, CARTO benefits from its single-shot encoding
step as the whole image is taken into consideration. We show
qualitative results on our synthetic and real-world data in
Fig. 1 as well as in Sec. S.5.3 where we also compare against
an RGB-D version of CARTO.
Detection Speed: Aside from a lower pose and bounding box
error, CARTO processes frames faster than A-SDF. Tab. 3b

Table 3. Full Scene Reconstructions Results.

Method IOU25 ↑ IOU50 ↑ 10◦10cm ↑ 20◦30cm ↑

A-SDF-GT 45.2 27.1 N/A N/A
A-SDF 33.9 10.4 27.1 70.8
CARTO 64.0 31.5 28.7 76.6

(a) mAP Reconstruction Results.

Method Sample Grid Det. Optim. Recon. Total

A-SDF 256 5.390 21.600 7.836 64.262
CARTO 256 0.264 N/A 0.414 1.092
CARTO 128 0.264 N/A 0.097 0.458

(b) Detection Speed of Approaches in [s]. We measure the speed
of our approaches on a common desktop using a Nvidia Titan XP
GPU. Sample grid defines how many points are sampled along each
dimension. Total time assumes two detected objects. Det. = Detection
time per image, Optim. = Optimiziation time per object, Recon. =
Reconstruction time per object

shows a reduction in inference time of more than 60 times
while still persevering the same level of detail.

5. Conclusion
We presented a novel method to reconstruct multiple ar-

ticulated objects in a scene in a category- and joint-agnostic
manner from a single stereo image. For reconstruction we
learn a SDF-based decoder and show the necessity of reg-
ularization to achieve good performance. Our full single-
shot pipeline improves over current two-stage approaches in
terms of 3DIoU and inference speed.

Limitations: While CARTO is able to generalize to unseen
instances, it still relies on a learned shape prior. Using test
time adaption techniques such as done by [24] helps mitigat-
ing this issues, but is not sufficient to deal with categorically
different objects. Additionally, while the single-forward pass
is fast, jointly optimizing for pose, scale, codes like done
in [8,18] could further improve results with the cost of added
execution time.

Currently CARTO is only trained on objects with a single
joint. To extend CARTO to objects with an arbitrary number
of joints, we must be able to calculate pairwise similarity
between two object states. While not explored in this paper,
CARTO introduces a framework for future research to pursue
this research question. A potential solution could leverage
Eq. (8) and Hungarian matching of the cross-product of ar-
ticulation states to obtain similarities measurements between
arbitrary kinematic structures.
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