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Comparison:
Q: Are there fewer pictures in 
the larger room than the other 
room? A: No
Q: Is the computer closer to a
printer or a lamp?
A: Printer

Concept:
Q: Are there any televisions?
A: Yes

Q: Is there a sofa in the 
room with a printer? 
A: Yes

Relation:
Q: Facing the computer from 
the curtain, is there a lamp on 
the right? A: Yes

Q: What’s on the cabinet in 
the smaller room? A: Plant

Counting:
Q: How many chairs are close 
to the table in the room with 
plant on the cabinet? A:  6

Q: How many rooms have 
sofas? A: 1

concept

relation

Figure 1. An exemplar scene with multi-view images and question-answer pairs of our 3DMV-VQA dataset. 3DMV-VQA contains four
question types: concept, counting, relation, comparison. Orange words denote semantic concepts; blue words denote the relations.

Abstract

Humans are able to accurately reason in 3D by gathering
multi-view observations of the surrounding world. Inspired
by this insight, we introduce a new large-scale benchmark
for 3D multi-view visual question answering (3DMV-VQA).
This dataset is collected by an embodied agent actively mov-
ing and capturing RGB images in an environment using the
Habitat simulator. In total, it consists of approximately 5k
scenes, 600k images, paired with 50k questions. We evaluate
various state-of-the-art models for visual reasoning on our
benchmark and find that they all perform poorly. We suggest

that a principled approach for 3D reasoning from multi-view
images should be to infer a compact 3D representation of the
world from the multi-view images, which is further grounded
on open-vocabulary semantic concepts, and then to execute
reasoning on these 3D representations. As the first step to-
wards this approach, we propose a novel 3D concept learning
and reasoning (3D-CLR) framework that seamlessly com-
bines these components via neural fields, 2D pre-trained
vision-language models, and neural reasoning operators. Ex-
perimental results suggest that our framework outperforms
baseline models by a large margin, but the challenge remains
largely unsolved. We further perform an in-depth analysis of
the challenges and highlight potential future directions. .

This CVPR paper is the Open Access version, provided by the Computer Vision Foundation.
Except for this watermark, it is identical to the accepted version;

the final published version of the proceedings is available on IEEE Xplore.
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1. Introduction
Visual reasoning, the ability to composite rules on inter-

nal representations to reason and answer questions about
visual scenes, has been a long-standing challenge in the
field of artificial intelligence and computer vision. Several
datasets [23, 33, 69] have been proposed to tackle this chal-
lenge. However, they mainly focus on visual reasoning on
2D single-view images. Since 2D single-view images only
cover a limited region of the whole space, such reasoning
inevitably has several weaknesses, including occlusion, and
failing to answer 3D-related questions about the entire scene
that we are interested in. As shown in Fig. 1, it’s difficult,
even for humans, to count the number of chairs in a scene
due to the object occlusion, and it’s even harder to infer 3D
relations like “closer” from a single-view 2D image.

On the other hand, there’s strong psychological evidence
that human beings conduct visual reasoning in the under-
lying 3D representations [55]. Recently, there have been
several works focusing on 3D visual question answering
[2,16,62,64]. They mainly use traditional 3D representations
(e.g., point clouds) for visual reasoning. This is inconsistent
with the way human beings perform 3D reasoning in real
life. Instead of being given an entire 3D representation of the
scene at once, humans will actively walk around and explore
the whole environment, ingesting image observations from
different views and converting them into a holistic 3D repre-
sentation that assists them in understanding and reasoning
about the environment. Such abilities are crucial for many
embodied AI applications, such as building assistive robots.

To this end, we propose the novel task of 3D visual rea-
soning from multi-view images taken by active exploration
of an embodied agent. Specifically, we generate a large-scale
benchmark, 3DMV-VQA (3D multi-view visual question
answering), that contains approximately 5k scenes and 50k
question-answering pairs about these scenes. For each scene,
we provide a collection of multi-view image observations.
We generate this dataset by placing an embodied agent in
the Habitat-Matterport environment [47], which actively ex-
plores the environment and takes pictures from different
views. We also obtain scene graph annotations from the
Habitat-Matterport 3D semantics dataset (HM3DSem) [61],
including ground-truth locations, segmentations, semantic
information of the objects, as well as relationships among
the objects in the environments, for model diagnosis. To
evaluate the models’ 3D reasoning abilities on the entire
environment, we design several 3D-related question types,
including concept, counting, relation and comparison.

Given this new task, the key challenges we would like to
investigate include: 1) how to efficiently obtain the compact
visual representation to encode crucial properties (e.g., se-
mantics and relations) by integrating all incomplete observa-
tions of the environment in the process of active exploration
for 3D visual reasoning? 2) How to ground the semantic con-

cepts on these 3D representations that could be leveraged for
downstream tasks, such as visual reasoning? 3) How to infer
the relations among the objects, and perform step-by-step
reasoning?

As the first step to tackling these challenges, we propose
a novel model, 3D-CLR (3D Concept Learning and Reason-
ing). First, to efficiently obtain a compact 3D representation
from multi-view images, we use a neural-field model based
on compact voxel grids [57] which is both fast to train and
effective at storing scene properties in its voxel grids. As
for concept learning, we observe that previous works on 3D
scene understanding [1,3] lack the diversity and scale with re-
gard to semantic concepts due to the limited amount of paired
3D-and-language data. Although large-scale vision-language
models (VLMs) have achieved impressive performances
for zero-shot semantic grounding on 2D images, leverag-
ing these pretrained models for effective open-vocabulary
3D grounding of semantic concepts remains a challenge. To
address these challenges, we propose to encode the features
of a pre-trained 2D vision-language model (VLM) into the
compact 3D representation defined across voxel locations.
Specifically, we use the CLIP-LSeg [37] model to obtain fea-
tures on multi-view images, and propose an alignment loss
to map the features in our 3D voxel grid to 2D pixels. By cal-
culating the dot-product attention between the 3D per-point
features and CLIP language embeddings, we can ground
the semantic concepts in the 3D compact representation. Fi-
nally, to answer the questions, we introduce a set of neural
reasoning operators, including FILTER, COUNT, RELATION
operators and so on, which take the 3D representations of
different objects as input and output the predictions.

We conduct experiments on our proposed 3DMV-VQA
benchmark. Experimental results show that our proposed 3D-
CLR outperforms all baseline models a lot. However, failure
cases and model diagnosis show that challenges still exist
concerning the grounding of small objects and the separation
of close object instances. We provide an in-depth analysis of
the challenges and discuss potential future directions.
To sum up, we have the following contributions in this paper.

• We propose the novel task of 3D concept learning and
reasoning from multi-view images.

• By having robots actively explore the embodied environ-
ments, we collect a large-scale benchmark on 3D multi-
view visual question answering (3DMV-VQA).

• We devise a model that incorporates a neural radiance field,
2D pretrained vision and language model, and neural rea-
soning operators to ground the concepts and perform 3D
reasoning on the multi-view images. We illustrate that our
model outperforms all baseline models.

• We perform an in-depth analysis of the challenges of this
new task and highlight potential future directions.
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2. Related Work
Visual Reasoning There have been numerous tasks focusing
on learning visual concepts from natural language, including
visually-grounded question answering [18, 19], text-image
retrieval [59] and so on. Visual reasoning has drawn much
attention recently as it requires human-like understanding of
the visual scene. A wide variety of benchmarks have been
created over the recent years [7, 8, 23, 27, 33, 69]. However,
they mainly focus on visual reasoning from 2D single-view
images, while there’s strong psychological evidence that
human beings perform visual reasoning on the underlying
3D representations. In this paper, we propose the novel task
of visual reasoning from multi-view images, and collect
a large-scale benchmark for this task. In recent years, nu-
merous visual reasoning models have also been proposed,
ranging from attention-based methods [5, 30], graph-based
methods [28], to models based on large pretrained vision-
language model [9, 38]. These methods model the reasoning
process implicitly with neural networks. Neural-symbolic
methods [6, 40, 65] explicitly perform symbolic reasoning
on the objects representations and language representations.
They use perception models to extract 2D masks as a first
step, and then execute operators and ground concepts on
these pre-segmented masks, but are limited to a set of pre-
defined concepts on simple scenes. [26] proposes to use the
feature vectors from occupancy networks [42] to do visual
reasoning in the 3D space. However, they also use a syn-
thetic dataset, and learn a limited set of semantic concepts
from scratch. We propose to learn 3D neural field features
from 2D multi-view real-world images, and incorporate a
2D VLM for open-vocabulary reasoning.
3D Reasoning Understanding and reasoning about 3D
scenes has been a long-standing challenge. Recent works
focus on leveraging language to explore 3D scenes, such
as object captioning [3, 4] and object localization from lan-
guage [1, 17, 29]. Our work is mostly related to 3D Visual
Question Answering [2, 16, 62, 64] as we both focus on an-
swering questions and reasoning about 3D scenes. However,
these works use point clouds as 3D representations, which
diverts from the way human beings perform 3D reasoning.
Instead of being given an entire 3D representation all at once,
human beings would actively move and explore the environ-
ment, integrating multi-view information to get a compact
3D representation. Therefore, we propose 3D reasoning from
multi-view images. In addition, since 3D assets paired with
natural language descriptions are hard to get in real-life sce-
narios, previous works struggle to ground open-vocabulary
concepts. In our work, we leverage 2D VLMs for zero-shot
open-vocabulary concept grounding in the 3D space.
Embodied Reasoning Our work is also closely related to
Embodied Question Answering (EQA) [11, 67] and Interac-
tive Question Answering (IQA) [22, 35], which also involve
an embodied agent exploring the environment and answering

the question. However, the reasoning mainly focuses on the
outcome or the history of the navigation on 2D images and
does not require a holistic 3D understanding of the environ-
ment. There are also works [12, 20, 51, 54, 56, 68] targeting
instruction following in embodied environments, in which an
agent is asked to perform a series of tasks based on language
instructions. Different from their settings, for our benchmark
an embodied agent actively explores the environment and
takes multi-view images for 3D-related reasoning.
Neural Fields Our approach utilizes neural fields to pa-
rameterize an underlying 3D compact representations of
scenes for reasoning. Neural field models (e.g., [43]) have
gained much popularity since they can reconstruct a volu-
metric 3D scene representation from a set of images. Recent
works [21, 24, 57, 66] have pushed it further by using clas-
sic voxel-grids to explicitly store the scene properties (e.g.,
density, color and feature) for rendering, which allows for
real-time rendering and is utilized by this paper. Neural fields
have also been used to represent dynamic scenes [14, 44],
appearance [43,45,49,53,63], physics [34], robotics [32,52],
acoustics [39] and more general multi-modal signals [13].
There are also some works that integrate semantics or lan-
guage in neural fields [31, 60]. However, they mainly fo-
cus on using language for manipulation, editing or gen-
eration. [26] leverages neural descriptor field [52] for 3D
concept grounding. However, they require ground-truth oc-
cupancy values to train the neural field, which can not be
applied to real-world scenes. In this paper, we propose to
leverage voxel-based neural radiance field [57] to get the
compact representations for 3D visual reasoning.

3. Dataset Generation

3.1. Multi-View Images

Our dataset includes 5k 3D scenes from the Habitat-
Matterport 3D Dataset (HM3D) dataset [47], and approx-
imately 600k images rendered from the 3D scenes. The
images are rendered via Habitat [50, 58].
Scene Generation We build our benchmark on top of the
HM3DSem dataset [61], which is a large-scale dataset of
3D real-world indoor scenes with densely annotated seman-
tics. It consists of 142,646 object instance annotations across
216 3D spaces and 3,100 rooms within those spaces. HM3D
dataset uses texture information to annotate pixel-accurate
object boundaries, which provides large-scale object anno-
tations and ensures the scale, quality, and diversity of 3D
visual reasoning questions of our benchmark.

To construct a benchmark that covers questions of differ-
ent difficulty levels, it’s crucial that we include 3D scenes of
different scales in our benchmark. We start with single rooms
in HM3D scenes, which has an appropriate amount of seman-
tic concepts and relationships to base some simple questions
on. To get the scale of single rooms, we calculate bounding
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boxes of rooms according to floor instance segmentations.
We then proceed to generate bounding boxes for scenes with
multiple adjacent rooms. For more complex holistic scene un-
derstanding, we also include whole-house scenes, which may
contain tens of rooms. Overall, the 3DMV-VQA benchmark
contains three levels of scenes (2000 single-room scenes,
2000 multi-room scenes and 100 whole-house scenes).
Image Rendering After we get the bounding box of each
scene, we load the scene into the Habitat simulator. We
also put a robot agent with an RGB sensor at a random
initial point in the bounding box. The data is collected via
exploration of the robot agent. Specifically, at each step of
the data collection process, we sample a navigable point and
make the agent move to the point along the shortest path.
When the agent has arrived at a point, we rotate the agent
30◦ along z-axis for 12 times so that the agent can observe
the 360◦ view of the scene at the position. It can also look up
and down, with a random mild angle from [−10◦,10◦] along
the x-axis. A picture is taken each time the agent rotates to
a new orientation. In total 12 pictures are taken from each
point. While traveling between points, the robot agent further
takes pictures. We also exploit a policy such that when the
camera is too far from or too close to an object and thus the
agent cannot see anything, we discard the bad-view images.

3.2. Questions and Answers

We pair each scene with machine-generated questions
from pre-defined templates. All questions are open-ended
and can be answered with a single word (samples in Fig. 1).
Concepts and Relationships To generate questions and an-
swers, we utilize the semantic annotations of HM3DSem
[61] to get the semantic concepts and their bounding boxes,
as well as the bounding boxes of the rooms. We merge se-
mantic concepts with similar meanings (e.g.,, L-shaped sofa
to sofa, desk chair / computer chair e.g. to chair). We also
define 11 relationships: inside, above, below, on the top of,
close, far, large, small, between, on the left, and on the right.
Before generating questions, we first generate a scene graph
for each scene containing all concepts and relationships.
Question Types We define four types of questions: concept,
counting, relation and comparison.
• Concept. Conceptual questions query if there’s an object of

a certain semantic concept in the scene, or whether there’s
a room containing the objects of the semantic concept.

• Counting. Counting-related questions ask about how many
instances of a semantic concept are in the scene, or how
many rooms contain objects of the semantic concept.

• Relation. Relational questions ask about the 11 relation-
ships and their compositions. Based on the number of rela-
tions in a question, we have one-hop to three-hop questions
for the relation type.

• Comparison. The comparison question type focuses on the
comparison of two objects, two semantic concepts or two

rooms. It can be combined with the relational concepts to
compare two objects (e.g., larger, closer to, more left etc).
It also compares the number of instances of two semantic
concepts, or the number of objects of certain concepts in
different rooms.

Bias Control. Similar to previous visual reasoning bench-
marks [26, 33], we use machine-generated questions since
the generation process is fully controllable so that we can
avoid dataset bias. Questions are generated from pre-defined
templates, and transformed into natural language questions
with associated semantic concepts and relationships from
the scene. We manually define 41 templates for question
generation. We use depth-first search to generate questions.
We perform bias control based on three perspectives: tem-
plate counts, answer counts, and concept counts. For select-
ing templates, we sort the templates each time we generate
a question to ensure a balanced question distribution. We
force a flat answer distribution for each template by rejec-
tion sampling. Specifically, once we generate a question and
an answer, if the number of the questions having the same
answer and template is significantly larger than other an-
swers, we discard it and continue searching. Once we find
an answer that fits in the ideal answer distribution, we stop
the depth-first searching for this question. We also force a
flat concept distribution for each template using the same
method. In addition to controlling the number of concepts
mentioned in the templates, we also control the number of
relation tuples consisting of the same concept sets.

4. Method
Fig. 2 illustrates an overview of our framework. Specifi-

cally, our framework consists of three steps. First, we learn
a 3D compact representation from multi-view images using
neural field. And then we propose to leverage pre-trained 2D
vision-and-language model to ground concepts on 3D space.
This is achieved by 1) generating 2D pixel features using
CLIP-LSeg; 2) aligning the features of 3D voxel grid and 2D
pixel features from CLIP- LSeg [37]; 3) dot-product attention
between the 3D features and CLIP language features [37].
Finally, to perform visual reasoning, we propose neural rea-
soning operators, which execute the question step by step on
the 3D compact representation and outputs a final answer.
For example, we use FILTER operators to ground semantic
concepts on the 3D representation, GET INSTANCE to get
all instances of a semantic class, and COUNT RELATION to
count how many pairs of the two semantic classes have the
queried relation.

4.1. Learning 3D Compact Scene Representations

Neural radiance fields [43] are capable of learning a 3D
representation that can reconstruct a volumetric 3D scene
representation from a set of images. Voxel-based meth-
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Multi-View Images

Generating 2D Pixel Feature

CLIP-LSeg Model

Learning 3D Compact Representation

Neural Field

Grounding 3D Semantic Concept
Attention with CLIP Feature

Visual Reasoning

Step1: Filter(table) Step2: Get_Instance Step3: Filter(television) Step4: Count_Relation(On(television, table))

How many tables 
have a television 

on the top?

Question

Relation 
Network

3D-2D
Alignment

Loss

Wall
Curtain
Window
Fan
Bed

Door
Table

Lamp
TV

Ans: 
1

3D Feature

Ⅴ

Ⅳ

Ⅲ

Ⅱ

Ⅰ

Figure 2. An overview of our 3D-CLR framework. First, we learn a 3D compact scene representation from multi-view images using neural
fields (I). Second, we use CLIP-LSeg model to get per-pixel 2D features (II). We utilize a 3D-2D alignment loss to assign features to the 3D
compact representation (III). By calculating the dot-product attention between the 3D per-point features and CLIP language embeddings, we
could get the concept grounding in 3D (IV). Finally, the reasoning process is performed via a set of neural reasoning operators, such as
FILTER, GET INSTANCE and COUNT RELATION (V). Relation operators are learned via relation networks.

ods [21, 24, 57, 66] speed up the learning process by ex-
plicitly storing the scene properties (e.g., density, color and
feature) in its voxel grids. We leverage Direct Voxel Grid
Optimization (DVGO) [57] as our backbone for 3D compact
representation for its fast speed. DVGO stores the learned
density and color properties in its grid cells. The rendering of
multi-view images is by interpolating through the voxel grids
to get the density and color for each sampled point along
each sampled ray, and integrating the colors based on the
rendering alpha weights calculated from densities according
to quadrature rule [41]. The model is trained by minimizing
the L2 loss between the rendered multi-view images and the
ground-truth multi-view images. By extracting the density
voxel grid, we can get the 3D compact representation (e.g.,
By visualizing points with density greater than 0.5, we can
get the 3D representation as shown in Fig. 2 I. )

4.2. 3D Semantic Concept Grounding

Once we extract the 3D compact representation of the
scene, we need to ground the semantic concepts for reason-
ing from language. Recent work from [26] has proposed
to ground concepts from paired 3D assets and question-
answers. Though promising results have been achieved on
synthetic data, it is not feasible for open-vocabulary 3D
reasoning in real-world data, since it is hard to collect large-
scale 3D vision-and-language paired data. To address this
challenge, our idea is to leverage pre-trained 2D vision and
language model [46, 48] for 3D concept grounding in real-

world scenes. But how can we map 2D concepts into 3D
neural field representations? Note that 3D compact repre-
sentations can be learned from 2D multi-view images and
that each 2D pixel actually corresponds to several 3D points
along the ray. Therefore, it’s possible to get 3D features
from 2D per-pixel features. Inspired by this, we first add a
feature voxel grid representation to DVGO, in addition to
density and color, to represent 3D features. We then apply
CLIP-LSeg [37] to learn per-pixel 2D features, which can be
attended to by CLIP concept embeddings. We use an align-
ment loss to align 3D features with 2D features so that we
can perform concept grounding on the 3D representations.

2D Feature Extraction. To get per-pixel features that can
be attended by concept embeddings, we use the features
from language-driven semantic segmentation (CLIP-LSeg)
[37], which learns 2D per-pixel features from a pre-trained
vision-language model (i.e., [46]). Specifically, it uses the
text encoder from CLIP, trains an image encoder to produce
an embedding vector for each pixel, and calculates the scores
of word-pixel correlation by dot-product. By outputting the
semantic class with the maximum score of each pixel, CLIP-
LSeg is able to perform zero-shot 2D semantic segmentation.

3D-2D Alignment. In addition to density and color, we also
store a 512-dim feature in each grid cell in the compact
representation. To align the 3D per-point features with 2D
per-pixel features, we calculate an L1 loss between each
pixel and each 3D point sampled on the ray of the pixel.
The overall L1 loss along a ray is the weighted sum of all
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the pixel-point alignment losses, with weights same as the
rendering weights: Lfeature =

∑K
i=1 wi(∥fi−F (r)∥), where

r is a ray corresponding to a 2D pixel, F (r) is the 2D feature
from CLIP-LSeg, K is the total number of sampled points
along the ray and fi is the feature of point i by interpolating
through the feature voxel grid, wi is the rendering weight.
Concept Grounding through Attention. Since our fea-
ture voxel grid representation is learnt from CLIP-LSeg, by
calculating the dot-product attention < f ,v > between per-
point 3D feature f and the CLIP concept embeddings v,
we can get zero-shot view-independent concept grounding
and semantic segmentations in the 3D representation, as is
presented in Fig. 2 IV.

4.3. Neural Reasoning Operators

Finally, we use the grounded semantic concepts for 3D
reasoning from language. We first transform questions into a
sequence of operators that can be executed on the 3D repre-
sentation for reasoning. We adopt a LSTM-based semantic
parser [65] for that. As [26, 40], we further devise a set of
operators which can be executed on the 3D representation.
Please refer to Appendix for a full list of operators.
Filter Operators. We filter all the grid cells with a certain
semantic concept.
Get Instance Operators. We implement this by utilizing
DBSCAN [15], an unsupervised algorithm which assigns
clusters to a set of points. Specifically, given a set of points
in the 3D space, it can group together the points that are
closely packed together for instance segmentation.
Relation Operators. We cannot directly execute the rela-
tion on the 3D representation as we have not grounded re-
lations. Thus, we represent each relation using a distinct
neural module (which is practical as the vocabulary of re-
lations is limited [36]). We first concatenate the voxel grid
representations of all the referred objects and feed them into
the relation network. The relation network consists of three
3D convolutional layers and then three 3D deconvolutional
layers. A score is output by the relation network indicating
whether the objects have the relationship or not. Since vanilla
3D CNNs are very slow, we use Sparse Convolution [10] in-
stead. Based on the relations asked in the questions, different
relation modules are chosen.

5. Experiments
5.1. Experimental Setup

Evaluation Metric. We report the visual question answering
accuracy on the proposed 3DMV-VQA dataset w.r.t the four
types of questions. The train/val/test split is 7:1:2.
Implementation Details For 3D compact representations,
we adopt the same architectures as DVGO, except skipping
the coarse reconstruction phase and directly training the fine
reconstruction phase. After that, we freeze the density voxel

grid and color voxel grid, for the optimization of the feature
voxel grid only. The feature grid has a world size of 100
and feature dim of 512. We train the compact representa-
tions for 100,000 iterations and the 3D features for another
20,000 iterations. For LSeg, we use the official demo model,
which has the ViT-L/16 image encoder and CLIP’s ViT-B/32
text encoder. We follow the official script for inference and
use multi-scale inference. For DBSCAN, we use an epsilon
value of 1.5, minimum samples of 2, and we use L1 as the
clustering method. For the relation networks, each relation
is encoded into a three-layer sparse 3D convolution network
with hidden size 64. The output is then fed into a one-layer
linear network to produce a score, which is normalized by
sigmoid function. We use cross-entropy loss to train the rela-
tion networks, and we use the one-hop relational questions
with “yes/no” answers to train the relation networks.

5.2. Baselines

Our baselines range from vanilla neural networks,
attention-based methods, fine-tuned from large-scale VLM,
and graph-based methods, to neural-symbolic methods.

• LSTM. The question is transferred to word embeddings
which are input into a word-level LSTM [25]. The last
LSTM hidden state is fed into a multi-layer perceptron
(MLP) that outputs a distribution over answers. This
method is able to model question-conditional bias since it
uses no image information.

• CNN+LSTM. The question is encoded by the final hidden
states from LSTM. We use a resnet-50 to extract frame-
level features of images and average them over the time
dimension. The features are fed to an MLP to predict the
final answer. This is a simple baseline that examines how
vanilla neural networks perform on 3DMV-VQA.

• 3D-Feature+LSTM. We use the 3D features we get from
3D-2D alignment and downsample the voxel grids using
3D-CNN as input, concatenated with language features
from LSTM and fed to an MLP.

• MAC [30]. MAC utilizes a Memory, Attention and Com-
position cell to perform iterative reasoning process. Like
CNN+LSTM, we use the average pooling over multi-view
images as the feature map.

• MAC(V). We treat the multi-view images along a trajectory
as a video. We modify the MAC model by applying a
temporal attention unit across the video frames to generate
a latent encoding for the video.

• NS-VQA [65]. This is a 2D version of our 3D-CLR model.
We use CLIP-LSeg to ground 2D semantic concepts from
multi-view images, and the relation network also takes the
2D features as input. We execute the operators on each
image and max pool from the answers to get our final
predictions.
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Methods Concept Counting Relation Comparison Overall

Q-type (rand.) 49.4 10.7 21.6 49.2 26.4
LSTM 53.4 15.3 24.0 55.2 29.8

CNN+LSTM 57.8 22.1 35.2 59.7 37.8
MAC 62.4 19.7 47.8 62.3 46.7
MAC(V) 60.0 24.6 51.6 65.9 50.0
NS-VQA 59.8 21.5 33.4 61.6 38.0
ALPRO 65.8 12.7 42.2 68.2 43.3
LGCN 56.2 19.5 35.5 66.7 39.1
3D-Feature+LSTM 61.2 22.4 49.9 61.3 48.2

3D-CLR (Ours) 66.1 41.3 57.6 72.3 57.7

Table 1. Question-answering accuracy of 3D visual reasoning baselines on different question types.

• ALPRO [38]. ALPRO is a video-and-language pre-training
framework. A transformer model is pretrained on large
webly-source video-text pairs and can be used for down-
stream tasks like Video Question answering.

• LGCN [28]. LGCN represents the contents in the video
as a location-aware graph by incorporating the location
information of an object into the graph construction.

5.3. Experimental Results

Result Analysis. We summarize the performances for each
question type of baseline models in Table 1. All models
are trained on the training set until convergence, tuned on
the validation set, and evaluated on the test set. We provide
detailed analysis below.

First, for the examination of language-bias of the dataset,
we find that the performance of LSTM is only slightly higher
than random and frequency, and all other baselines outper-
form LSTM a lot. This suggests that there’s little language
bias in our dataset. Second, we observe that encoding tem-
poral information in MAC (i.e., MAC(V)) is better than
average-pooling of the features, especially in counting and
relation. This suggests that average-pooling of the features
may cause the model to lose information from multi-view
images, while attention on multi-view images helps boost
the 3D reasoning performances. Third, we also find that
fine-tuning on large-scale pretrained model (i.e., ALPRO)
has relatively high accuracies in concept-related questions,
but for counting it’s only slightly higher than the random
baseline, suggesting that pretraining on large-scale video-
language dataset may improve the model’s perception ability,
but does not provide the model with the ability to tackle with
more difficult reasoning types such as counting. Next, we
find that LGCN has poor performances on the relational
questions, indicating that building a location-aware graph
over 2D objects still doesn’t equip the model with 3D lo-
cation reasoning abilities. Last but not least, we find that
3D-based baselines are better than their 2D counterparts. 3D-
Feature+LSTM performs well on the 3D-related questions,
such as counting and relation, than most of the image-based

baselines. Compared with 3D-CLR, NS-VQA can perform
well in the conceptual questions. However, it underperforms
3D-CLR a lot in counting and relation, suggesting that these
two types of questions require the holistic 3D understand-
ing of the entire 3D scenes. Our 3D-CLR outperforms other
baselines by a large margin, but is still far from satisfying.
From the accuracy of the conceptual question, we can see
that it can only ground approximately 66% of the seman-
tic concepts. This indicates that our 3DMV-VQA dataset is
indeed very challenging.
Qualitative Examples. In Fig. 3, we show four qualitative
examples. From the examples, we show that our 3D-CLR
can infer an accurate 3D representation from multi-view
images, as well as ground semantic concepts on the 3D
representations to get the semantic segmentations of the
entire scene. Our 3D-CLR can also learn 3D relationships
such as “close”, “largest”, “on top of” and so on. However,
3D-CLR also fails on some questions. For the third scene
in the qualitative examples, it fails to ground the concepts
“mouse” and “printer”. Also, it cannot accurately count the
instances sometimes. We give detailed discussions below.

5.4. Discussions

We perform an in-depth analysis to understand the chal-
lenge of this dataset. We leverage the modular design of
our 3D-CLR, replacing individual components of the frame-
work with ground-truth annotations for model diagnosis.
The result is shown in Fig 4. 3D-CLR w/ Semantic de-
notes our model with ground-truth semantic concepts from
HM3DSem annotations. 3D-CLR w/ Instance denotes that
we have ground-truth instance segmentations of semantic
concepts. From Fig. 3 and Fig. 4, we summarize several key
challenges of our benchmark:
Very close object instances From Fig. 4, we can see that
even with ground-truth semantic labeling of the 3D points,
3D-CLR still has unsatisfying results on counting questions.
This suggests that the instance segmentations provided by
DBSCAN are not accurate enough. From the top two quali-
tative examples in Fig. 3, we can also see that if two chairs
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Q: How many chairs are close to 
the largest table? 

A: Yes

A: 5

Q: Viewing the window from 
the largest table, is there a 
mirror on the right? Q: How many chairs are close to 

the table in the room without 
sofas?

Q: How many rooms have
pillows on top of sofa?

A: 4

A: 2

Q: Is there a towel in the room 
with toilet? A: Yes 

Q: How many rooms have 
mirrors? A: 2

Q: Is there a mouse on the 
table with a computer?

Q: Is the computer closer to the 
printer or to the lamp? A: Lamp

A: No

Table
Window

Mirror
Chair

Sofa
Pillow

Chair
Table

Towel Toilet Mirror
？Mouse   ？Printer   

Table Computer Lamp

Figure 3. Qualitative examples of our 3D-CLR. We can see that 3D-CLR can ground most of the concepts and answer most questions
correctly. However, it still fails sometimes, mainly because it cannot separate close object instances and ground small objects.

Figure 4. Model diagnosis of our 3D-CLR.

contact each other, DBSCAN will not tell them apart and
thus have poor performance on counting. One crucial future
direction is to improve unsupervised instance segmentations
on very close object instances.
Grounding small objects Fig. 4 suggests that 3D-CLR fails
to ground a large portion of the semantic concepts, which
hinders the performance. From the last example in Fig. 3,
we can see that 3D-CLR fails to ground small objects like
“computer mouse”. Further examination indicates there are
two possible reasons: 1) CLIP-LSeg fails to assign the right
features to objects with limited pixels; 2) The resolution of
feature voxel grid is not high enough and therefore small
objects cannot be represented in the compact representation.
An interesting future direction would be learning exploration
policies that enable the agents to get closer to uncertain
objects that cannot be grounded.
Ambiguity on 3D relations Even with ground-truth seman-

tic and instance segmentations, the performance of the rela-
tion network still needs to be improved. We find that most
of the failure cases are correlated to the “inside” relation.
From the segmentations in Fig. 3, we can see that 3D-CLR
is unable to ground the objects in the cabinets. A potential
solution can be joint depth and segmentation predictions.

6. Conclusion

In this paper, we introduce the novel task of 3D reasoning
from multi-view images. By placing embodied robot that
actively explores indoor environments, we collect a large-
scale benchmark named 3DMV-VQA. We also propose a
new 3D-CLR model that incorporates neural field, 2D VLM,
as well as reasoning operators for this task and illustrate its
effectiveness. Finally, we perform an in-depth analysis to
understand the challenges of this dataset and also point out
potential future directions. We hope that 3DMV-VQA can
be used to push the frontiers of 3D reasoning.
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