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Abstract

The goal of data-free meta-learning is to learn useful
prior knowledge from a collection of pre-trained models
without accessing their training data. However, existing
works only solve the problem in parameter space, which
(i) ignore the fruitful data knowledge contained in the pre-
trained models; (ii) can not scale to large-scale pre-trained
models; (iii) can only meta-learn pre-trained models with
the same network architecture. To address those issues, we
propose a unified framework, dubbed PURER, which con-
tains: (1) ePisode cUrriculum inveRsion (ECI) during data-
free meta training; and (2) invErsion calibRation following
inner loop (ICFIL) during meta testing. During meta train-
ing, we propose ECI to perform pseudo episode training
for learning to adapt fast to new unseen tasks. Specifically,
we progressively synthesize a sequence of pseudo episodes
by distilling the training data from each pre-trained model.
The ECI adaptively increases the difficulty level of pseudo
episodes according to the real-time feedback of the meta
model. We formulate the optimization process of meta train-
ing with ECI as an adversarial form in an end-to-end man-
ner. During meta testing, we further propose a simple plug-
and-play supplement—ICFIL—only used during meta test-
ing to narrow the gap between meta training and meta test-
ing task distribution. Extensive experiments in various real-
world scenarios show the superior performance of ours.

1. Introduction
Meta-learning [1, 28, 31] aims to learn useful prior

knowledge (e.g., sensitive initialization) from a collection
of similar tasks to facilitate the learning of new unseen
tasks. Most meta-learning methods [3, 4, 7, 9, 15, 29, 30, 35,
36, 41, 42, 44] assume the access to the training and test-
ing data of each task. However, this assumption is not al-
ways satisfied: many individuals and institutions only re-
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Figure 1. Episode Curriculum Inversion can improve the effi-
ciency of pseudo episode training. At each episode, EI may re-
peatedly synthesize the tasks already learned well, while ECI only
synthesizes harder tasks not learned yet.
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Figure 2. Task-distribution shift between meta training and testing.
The pseudo data distilled from pre-trained models only contains
partial semantic information learned by pre-trained models.

lease the pre-trained models instead of the data. This is due
to data privacy, safety, or ethical issues in real-world sce-
narios, making the task-specific data difficult or impossible
to acquire. For example, many pre-trained models with ar-
bitrary architectures are released on GitHub without train-
ing data. However, when facing a new task, we need some
prior knowledge learned from those pre-trained models so
that the model can be adapted fast to the new task with few
labeled examples. Thus, meta-learning from several pre-
trained models without data becomes a critical problem,
named Data-free Meta-Learning (DFML) [43].

Existing data-free meta-learning methods address the
problem in the parameter space. Wang et al. [43] propose
to meta-learn a black-box neural network by predicting the

This CVPR paper is the Open Access version, provided by the Computer Vision Foundation.
Except for this watermark, it is identical to the accepted version;

the final published version of the proceedings is available on IEEE Xplore.

7736



model parameters given the task embedding without data,
which can be generalized to unseen tasks. The predicted
model parameters with the average task embedding as in-
put are served as the meta initialization for meta testing.
However, this method has several drawbacks. First, they
only merge the model in parameter space and ignore the
underlying data knowledge that could be distilled from the
pre-trained models. Second, their method can only be ap-
plied to small-scale pre-trained models since they use a neu-
ral network to predict the model parameters. Furthermore,
their application scenarios are restricted to the case where
all pre-trained models have the same architecture, limiting
the real-world applicable scenarios.

In this work, we try to address all the above issues si-
multaneously in a unified framework, named PURER (see
Fig. 3), which contains: (1) ePisode cUrriculum inveRsion
(ECI) during data-free meta training; and (2) invErsion
calibRation following inner loop (ICFIL) during meta test-
ing, thus significantly expanding the application scenarios
of DFML. During meta training, we propose ECI to perform
pseudo episode training for learning to adapt fast to new
unseen tasks. We progressively synthesize a sequence of
pseudo episodes (tasks) by distilling the training data from
each pre-trained model. ECI adaptively increases the dif-
ficulty level of pseudo episode according to the real-time
feedback of the meta model. Specifically, we first intro-
duce a small learnable dataset, named dynamic dataset. We
initialize the dynamic dataset as Gaussian noise and pro-
gressively update it to better quality via one-step gradi-
ent descent for every iteration. For each episode, we con-
struct a pseudo task by first sampling a subset of labels, and
then sampling corresponding pseudo support data and query
data. To improve the efficiency of pseudo episode training
(see Fig. 1), we introduce the curriculum mechanism to syn-
thesize episodes with an increasing level of difficulty. We
steer the dynamic dataset towards appropriate difficulty so
that only tasks not learned yet are considered at each itera-
tion, which avoids repeatedly synthesizing the tasks already
learned well. We design a Gradient Switch controlled by the
real-time feedback from current meta model, to synthesize
harder tasks only when the meta model has learned well
on most tasks sampled from current dynamic dataset (see
Fig. 3). Finally, we formulate the optimization process of
meta training with ECI as an adversarial form in an end-
to-end manner. We further propose a simple plug-and-play
supplement—ICFIL—only used during meta testing to nar-
row the gap between meta training and meta testing task
distribution (see Fig. 2). Overall, our proposed PURER can
solve the DFML problem using the underlying data knowl-
edge regardless of the dataset, scale and architecture of pre-
trained models.

Our method is architecture, dataset and model-scale ag-
nostic, thus substantially expanding the application scope

of DFML in real-world applications. We perform extensive
experiments in various scenarios, including (i) SS: DFML
with Same dataset and Same model architecture; (ii) SH:
DFML with Same dataset and Heterogeneous model ar-
chitectures; (iii) MH: DFML with Multiple datasets and
Heterogeneous model architectures. For benchmarks of
SS, SH and MH on CIFAR-FS and MiniImageNet, our
method achieves significant performance gains in the range
of 6.92% to 17.62%, 6.31% to 27.49% and 7.39% to
11.76%, respectively.

We summarize the main contributions as three-fold:

• We propose a new orthogonal perspective with respect
to existing works to solve the data-free meta-learning
problem by exploring the underlying data knowledge.
Furthermore, our framework is architecture, dataset
and model-scale agnostic, i.e., it can be easily applied
to various real-world scenarios.

• We propose a united framework, PURER, consisting
of: (i) ECI to perform pseudo episode training with an
increasing level of difficulty during meta training; (ii)
ICFIL to narrow the gap between meta training and
testing task distribution during meta testing.

• Our method achieves superior performance and out-
performs the SOTA baselines by a large margin on var-
ious benchmarks of SS, SH and MH, which shows the
effectiveness of our method.

2. Related Works

Meta-Learning. Meta-Learning [1, 28, 31] aims to learn
general prior knowledge from a large collection of tasks
such that the prior can be adapted fast to new unseen tasks.
Most existing works [9–11, 13–16, 19–21, 23, 32, 37, 40, 42,
46–48, 50, 51, 53, 55] assume that the data associated with
each task is available during meta training. Recently, data-
free meta-learning [43] problem has attracted researchers’
attention. Wang et al. [43] propose to predict the meta
initialization through a meta-trained black-box neural net-
work. However, this method has several drawbacks. First,
they focus on parameter space and ignore the underlying
data knowledge that could be distilled from the pre-trained
models. Second, their method can only be applied for small-
scale pre-trained models since they use a neural network to
predict the meta initialization. Furthermore, their applica-
tion scenarios are only restricted to the case where all the
pre-trained models have the same architecture, which re-
duces the applicable scenarios in real applications.
Model Inversion. Model inversion (MI) [12, 45, 56] aims
to reconstruct training data from a pre-trained model. Ex-
isting works [5, 8, 12, 24, 26, 45, 54, 56, 57] synthesize im-
ages from pre-trained models via gradient descent. Those
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works solely synthesize pseudo images without using exter-
nal feedback, which causes the generated data to be subop-
timal or unuseful for meta training. In contrast, our method
uses the feedback from meta-learning model to adaptively
adjust the synthesized images in an end-to-end way.
Curriculum Learning. Curriculum learning (CL) [2, 34,
38] aims to train a model in a meaningful order during load-
ing training data, from easy to hard. Kumar et al. [18] pro-
pose self-paced learning (SPL) to provide automatic cur-
riculum with a loss-based difficulty measure. Recently,
Zhang et al. [52] propose a curriculum-based meta-learning
method by forming harder tasks from each cluster, which
merely applies to data-based meta-learning because it needs
K-means clustering [25] before training. While in this
work, we adaptively synthesize the curriculum on the fly
under data-free setting to improve the efficiency of pseudo
episode training.

3. Problem Setup

In this section, we first clarify the definition of Data-free
Meta-Learning (DFML) problem. We then discuss the meta
testing procedure for DFML problem.

3.1. Data-free Meta Learning Setup

We are given a collection of pre-trained models. Each
pre-trained model is trained to solve a specific task with-
out accessing their training data. The goal of DFML is to
learn general prior knowledge (e.g., sensitive initialization)
which can be adapted fast to new unseen tasks. Here, we
emphasize that the pre-trained models may have different
architectures. Our method can work with arbitrary architec-
tures of pre-trained models.

3.2. Meta Testing

During meta testing, several N -way K-shot tasks arrive
together, which are called the target tasks. The classes ap-
pearing in the target tasks have never been seen during both
pre-training and meta training. Each task contains a support
set with N classes and K instances per class. The support
set is used for adapting the meta initialization to the specific
task. The query set is what the model actually needs to pre-
dict. Our goal is to adapt the model to the support set so that
it can perform well on the query set. The final accuracy is
measured by the average accuracy for these target tasks.

4. Methodology

In this section, we propose a unified framework PURER
to solve DFML as illustrated in Fig. 3. In Section 4.2, we
propose ECI to perform pseudo episode training by progres-
sively synthesizing a sequence of pseudo episodes with an
increasing level of difficulty during meta training. In Sec-

tion 4.3, we further propose ICFIL to eliminate the task-
distribution shift issue during meta testing.

4.1. Preliminary: Episode Training

Our work aims to synthesize a sequence of pseudo
episodes to perform pseudo episode training. Thus, we
would like to introduce episode training briefly. In the case
of MAML [9], each episode involves:

• Outer Loop: Update the meta model with the goal of
improving the performance of base model on query
set. The meta model works across episodes and learns
good generalization from many episodes.

• Inner Loop: Perform fast adaptation. The base model
takes the meta model as initialization and performs few
steps of gradient descent over the support set. The base
model works at the level of individual task.

Considering a per datum classification loss l : X × Y ×
Θ → R+, the empirical loss over a finite dataset B is de-
fined as L(B;θ) ≜ 1

|B|
∑

(x,y)∈B l(x, y;θ). Thus, for a
given task T = {S,Q}, it becomes L(S;θ) and L(Q;θ).
The bi-level optimization can be formulated as follows

min
θ
Louter(T ;θ) ≜ L (Q;θ∗) , (1a)

s.t. θ∗ = θ − αinner∇θLinner(T ;θ)

≜ θ − αinner∇θL(S;θ). (1b)

where αinner is the step size in the inner loop.

4.2. Episode Curriculum Inversion (ECI)

We propose an ECI component to perform pseudo
episode training for learning to adapt fast to new unseen
tasks (see Fig. 3). We synthesize a sequence of pseudo
episodes by distilling the training data from each pre-trained
model. ECI adaptively increases the difficulty level of
pseudo episodes according to the real-time feedback of the
meta model.
Episode Inversion. We first propose the basic Episode In-
version (EI) to synthesize the pseudo task for each episode.
At the beginning of meta training, we first introduce a small
dynamic dataset D initialized by Gaussian noise with mean
µ = 0 and standard deviation σ = 1. For each class, it only
contains K +M instances, consistent with N -way K-shot
target task configuration with M instances each class in Q.
At each iteration, D is dynamically updated to better quality
by taking one-step gradient descent to minimize

Linv(D) =
∑

(x̂,y)∈D

l(x̂, y;ψ)+Rprior(x̂)+Rfeature(x̂). (2)

ψ is the parameter of the corresponding pre-trained model.
For each pair (x̂, y), x̂ is the pseudo image, and y is the
manually assigned label to which we desire x̂ to belong.
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Figure 3. The overall pipeline of our proposed PURER consisting of ECI and ICFIL. For each episode during meta training, a pseudo
episode is sampled from the dynamic dataset. The split pseudo support set and query set are used for the inner loop and outer loop of
meta-learning. The real-time feedback of meta model controls the Gradient Switch. When the feedback is positive, the dynamic dataset
is updated to synthesize harder tasks with larger outer loss for the next iteration by minimizing the reversed outer loss through gradient
descent. During meta testing, the adapted base model after inner loop is calibrated via ICFIL. For brevity, we leave out the calibration for
linear classifier head.

l(·) is the per datum classification loss (e.g., cross-entropy
loss) mentioned in Sec. 4.1. Rprior(·) is borrowed from
DeepDream [27] to steer x̂ away from unreal images:

Rprior(x̂) = αTVRTV (x̂) + αl2Rl2(x̂), (3)

where RTV and Rl2 are the total variance and l2 norm of
x̂, with scaling factor αTV and αl2 . Rfeature(·) is a feature
distribution regularization term used in DeepInversion [49]
to minimize the distance between feature maps of pseudo
images and original training images in each convolutional
layer:

Rfeature(x̂) =
∑
l

∥µl(x̂)− BNl(running mean)∥+∑
l

∥σ2
l (x̂)− BNl(running variance)∥.

(4)

We feed a batch of pseudo images into the given pre-
trained model to obtain feature maps in each convolutional
layer. µl(x̂) and σ2

l (x̂) are the batch-wise mean and vari-
ance of those feature maps in the lth convolutional layer.
BNl(running mean) and BNl(running variance) are the
running average mean and variance stored in the lth Batch-
Norm layer of pre-trained model, which is calculated during
the pre-training period using original training images and
can be obtained without access to original training images.

For each episode, we construct a pseudo task by first
sampling a subset of labels, and then sampling the pseudo
support data and query data from D.
Curriculum Mechanism. Directly synthesizing the pseudo
images without any feedback may repeatedly generate not
optimal or not useful data for meta training (see Fig. 1).
For example, we may repeatedly synthesize the tasks al-
ready learned well, thus increasing the unnecessary inver-
sion cost. To find an effective episode inversion path, we
propose to perform EI with curriculum mechanism, i.e.
ECI. We aim to steer the dynamic dataset D towards ap-
propriate difficulty so that only tasks not learned yet are
considered at each iteration, which avoids repeatedly syn-
thesizing the tasks already learned well. We characterize
the difficulty of D for current meta model (parameterized
by θ) as the expected outer loss over candidate tasks, i.e.
E

T ∈D
[Louter(T ;θ)]. Specifically, a large outer loss presents

a hard task; a task which has been learned well by current
meta model, however, leads to a small outer loss. Thus,
as illustrated in Fig. 3, we design a loss-based criteria to
judge whether the meta model has learned well on tasks
sampled from current D. Specifically, at each iteration, for
a batch of episodes {Ti}, if the sum of the outer loss (train-
ing accuracy) over {Ti} has not decreased (increased) for
6 consecutive iterations, the meta model will send a pos-
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Algorithm 1: Data-free Meta Training with ECI
1 REQUIRE Meta-model parameters θ; dynamic dataset
D; step size αinner , αouter and β; scaling factor λ.

2 Initialize D and θ
3 while not done do

// Episode Curriculum Inversion
4 Evaluate Linv(D) w.r.t. Eq. (2)
5 if feedback Ω is Positive then
6 Randomly sample a task T from D
7 Evaluate Louter(T ;θ) w.r.t. Eq. (1)
8 Update D ←

D − β ∗ ∇D (Linv(D)− λ ∗ Louter(T ;θ))
9 else

10 Update D ← D − β ∗ ∇D (Linv(D))
// Meta Training

11 Randomly generate a batch of tasks Ti from D
12 for all Ti do
13 Evaluate Louter(Ti;θ) w.r.t. Eq. (1)

14 Update θ ← θ − αouter ∗ ∇θ

∑
Ti
Louter(Ti;θ)

// Update Feedback
15 Check feedback Ω

itive feedback, indicating that harder tasks are needed for
the next iteration; else negative. To synthesize harder tasks
only when the feedback is positive, we design the Gradient
Switch controlled by the real-time feedback. Specifically, if
the meta model has converged, the positive feedback will
turn on the Gradient Switch so that the reversed gradient of
outer loss can flow backwards to D (see Fig. 3). In this way,
we will update D to maximize the outer loss through gradi-
ent descent, which means we can obtain harder tasks with a
larger outer loss for the next iteration. The Gradient Switch
controlled by feedback Ω works as an indicator function,
i.e.,

I(Ω) =

{
1, if Ω is positive;

0, if Ω is negative.
(5)

In this way, ECI finds an effective episode inversion path by
ignoring the tasks already learned well, thus improving the
efficiency of pseudo episode training.
Adversarial Optimization. To adaptively synthesize
episodes from easy to hard along with the meta training pro-
cess, we perform pseudo episode training by adversarially
updating the meta model (parameterized by θ) and dynamic
dataset D in an end-to-end manner. We search the optimal
meta model parameters θ by minimizing the expected outer
loss over candidate tasks from D , i.e., E

T ∈D
[Louter(T ;θ)],

while we update the dynamic dataset D to synthesize harder
tasks with higher quality by minimizing reversed outer loss
− E

T ∈D
[Louter(T ;θ)] (when feedback Ω is positive) and in-

version loss Linv(D). Thus, we formulate the overall opti-

Algorithm 2: Meta Testing with ICFIL
1 REQUIRE The meta testing task Ttest = {Stest,Qtest};

meta initialization θ.
// Inner Loop

2 Obtain {φ∗
test,W

∗
test} via fast adaptation over Stest

3 Obtain pseudo support set Ŝtest w.r.t. Eq. (2)
// Calibration

4 Calibrate φ∗
test by minimizing Eq. (7)

5 Train a new linear classifier head
// Prediction

6 Make predictions on the query setQtest

mization process as an adversarial form:

min
θ

max
D

E
T ∈D

[−Linv(D) + I(Ω) ∗ Louter(T ;θ)]. (6)

To the end, we summarize the detailed procedure of ECI for
data-free meta training in Alg. 1.

4.3. Inversion Calibration following Inner Loop

Pseudo images synthesized via ECI can not cover all se-
mantic information of real images, thus leading to a gap
between meta training and testing task distribution (see
Fig. 2). In other words, the task-distribution shift issue in
the data-free setting is much more significant than that in the
setting of data-based meta-learning. To address this issue,
we propose a simple plug-and-play supplement—ICFIL—
only used during meta testing, to further narrow the gap be-
tween meta training and testing task distribution.

For an N -way target task Ttest = {Stest,Qtest} dur-
ing meta testing, we are given the meta initialization θ ac-
cording to Alg. 1. The base model initialized by θ com-
prises a backbone ϕ : RNin → RNf (parameterized by
φ) and a linear classifier head parametrized by the weight
matrix W ∈ RNf×N , where Nin, Nf are the dimension
of the input and embedding, respectively. We first per-
form fast adaptation over Stest. The adapted parameters are
θ∗test = {φ∗

test,W
∗
test}. Note that this is precisely identi-

cal to the standard meta testing procedure for regular meta-
learning. The ICFIL does not assume access to query set
Qtest or any additional data and it can be viewed as a sim-
ple plug-and-play supplement for the standard meta testing
period. We use ICFIL to calibrate the adapted base model
before it predicts on the query set Qtest. As illustrated in
Fig. 3, we first synthesize a batch of pseudo images Ŝtest

from the adapted base model according to Eq. (2). Inspired
by the supervised contrastive learning [17], for a given im-
age x in Stest, we define all pseudo images x̂ with the same
label as positive samples x̂+ while the others as negative
samples x̂−. The core idea behind ICFIL is to force the
base model to focus on the overlapping information in both
pseudo and real images, and ignore the others. The calibra-
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tion loss is formulated as:

Lcalibration(ϕ)=−
∑

x∈Stest

∑
x̂+

log
exp

[
ϕ(x)Tϕ(x̂+)/τ

]∑
x̂ exp [ϕ(x)Tϕ(x̂)/τ ]

.

(7)
where temperature parameter τ is widely used to help dis-
criminate positive and negative samples. We then freeze the
backbone and train a new linear classifier head by minimiz-
ing a standard classification loss (e.g., cross-entropy loss)
over Stest. The whole procedure for meta testing with IC-
FIL is provided in Alg. 2.

5. Experiments
We conduct extensive experiments in various real-world

scenarios to demonstrate the effectiveness of our proposed
PURER framework. In Sec. 5.1, we present the basic ex-
periment setup. In Secs. 5.2 to 5.4, we provide experiments
about DFML in various scenarios, including SS, SH and
MH. In Sec. 5.5, we provide more analysis of PURER.

5.1. Experiments Setup

Baselines. We compare PURER with four typical baselines:
(i) Random. Randomly initialize the base model before the
adaptation of each target task. (ii) Average. Average all
pre-trained models to initialize the base model before the
adaptation of each target task. (iii) OTA [33]. Calculate
the weighted average of all pre-trained models via optimal
transport as the initialization of the base model before the
adaptation of each target task. (iv) DRO [43]. Meta-learn
a neural network to predict the model parameters given the
task embedding. The predicted model parameters with the
average task embedding as input are served as the meta ini-
tialization. This is the first work to solve DFML by directly
predicting the meta initialization in parameter space.
Datasets for meta testing. CIFAR-FS [3] and MiniIma-
geNet [37] are commonly used in meta-learning, which
consist of 100 classes with 600 images per class, respec-
tively. We adopt a standard dataset split as [43]: 64 classes
for meta training, 16 classes for meta validation and 20
classes for meta testing. All splits are non-overlapping.
Note that we have no access to the meta training data in
DFML setting.
Evaluation metric. We evaluate the performance by the av-
erage accuracy and standard deviation over 600 unseen tar-
get tasks sampled from meta testing dataset.
Scenarios. (i) SS. All pre-trained models are trained
on Same dataset with Same architecture. (ii) SH.
All pre-trained models are trained on Same dataset but
with Heterogeneous architectures. (iii) MH. All pre-
trained models are trained on Multiple datasets with
Heterogeneous architectures. Existing DFML work, i.e.,
baseline DRO [42] and baselines Average and OTA merely
apply to SS because they require pre-trained models have

the same architecture. We argue that SH and MH are more
widely applicable scenarios in real-world applications and
our PURER is a unified framework for addressing SS, SH
and MH simultaneously.

5.2. Experiments of DFML in SS

Overview. We first perform experiments in SS scenario.
We construct a collection of N -way tasks from the meta-
training dataset and pre-train the model via standard super-
vised learning for each task. The collection of pre-trained
models is used as the given resource models for DFML.
Implementation details. We take Conv4 as the architecture
of all pre-trained models and the meta model, the same as
regular meta-learning works [6,9,22,39]. We take one-step
gradient descent to perform fast adaptation for both meta
training and testing. More implementation details are pro-
vided in Appendix A.

Table 1. Compare to baselines in SS scenario.

SS Method 1-shot 5-shot

CIFAR-FS
5-way

Random 21.65 ± 0.45 21.59 ± 0.45
Average 28.12 ± 0.62 32.15 ± 0.64
OTA 29.10 ± 0.65 34.33 ± 0.67
DRO 23.92 ± 0.49 24.34 ± 0.49
Ours 38.66 ± 0.78 51.95 ± 0.79

MiniImageNet
5-way

Random 22.45 ± 0.41 23.48 ± 0.45
Average 22.87 ± 0.39 26.13 ± 0.43
OTA 24.22 ± 0.53 27.22 ± 0.59
DRO 23.96 ± 0.42 25.81 ± 0.41
Ours 31.14 ± 0.63 40.86 ± 0.64

Results. Tab. 1 shows the results for 5-way classification
on CIFAR-FS and MiniImageNet under the scenario of SS.
For CIFAR-FS, our method outperforms the best baseline
by 9.56% and 17.62% for 1-shot and 5-shot learning, re-
spectively. For MiniImageNet, our method outperforms the
best baseline by 6.92% and 13.64% for 1-shot and 5-shot
learning, respectively. The results show that random ini-
tialization is insufficient to perform fast adaptation. Sim-
ply averaging and OTA perform worse because: i) they fuse
models layer-wise, but each pre-trained model are trained
to solve different tasks, thus lacking the precise correspon-
dence in parameter space; ii) they lack meta-learning objec-
tives so that the fused model can not generalize well to new
unseen tasks. DRO also performs not better due to the small
number of pre-trained models. DRO trains a neural network
to predict the meta initialization, thus requiring a relatively
large number of pre-trained models as training resources.
Our proposed method performs best because we leverage
the fruitful underlying data knowledge contained in each
pre-trained model instead of focusing on parameter space.
We perform pseudo episode training with meta-learning ob-
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jectives, thus learning to adapt fast to new unseen tasks with
few labeled data.

5.3. Experiments of DFML in SH

Overview. To verify the broad applicability of our proposed
method, we perform experiments under a more realistic and
challenging scenario, SH. For each task, we pre-train the
model with a randomly selected architecture.
Implementation details. For each task, we pre-train the
model with an architecture randomly selected from Conv4,
ResNet-10 and ResNet-18. Compared to Conv4, ResNet-10
and ResNet-18 are larger-scale neural networks. We take
Conv4 as the meta model architecture. More implementa-
tion details are provided in Appendix A.
Results. Tab. 2 shows the results for 5-way classification
on CIFAR-FS and MiniImageNet under the scenario of SH.
For CIFAR-FS, our proposed method outperforms the base-
line by 17.50% and 27.49% for 1-shot and 5-shot learning,
respectively. For MiniImageNet, our method outperforms
the baseline by 6.31% and 11.71% for 1-shot and 5-shot
learning, respectively. Ours can apply to this real-world sce-
nario and perform the best because we leverage the underly-
ing data knowledge regardless of the scale and architecture
of pre-trained models.

Table 2. Compare to baselines in SH scenario. Pre-trained models
are trained with heterogeneous architectures (Conv4, ResNet-10
and ResNet-18).

SH Method 1-shot 5-shot

CIFAR-FS
5-way

Random 21.65 ± 0.45 21.59 ± 0.45
Ours 39.15 ± 0.70 49.08 ± 0.74

MiniImageNet
5-way

Random 22.45 ± 0.41 23.48 ± 0.45
Ours 28.76 ± 0.60 35.19 ± 0.64

5.4. Experiments of DFML in MH

Overview. We further perform experiments in MH sce-
nario, which provides a more challenging test. We construct
a collection of tasks from different meta training datasets.
For each task, we pre-train the model with a randomly se-
lected architecture. In this way, we obtain a collection of
pre-trained models trained on various datasets with differ-
ent architectures.
Implementation details. During meta training, we con-
struct each task from the meta training dataset randomly se-
lected from CIFAR-FS and MiniImageNet. We pre-train the
model with an architecture randomly selected from Conv4,
ResNet-10 and ResNet-18. We take Conv4 as the meta
model architecture. During meta testing, we report the aver-
age accuracy over 600 tasks sampled from both CIFAR-FS
and MiniImageNet meta testing datasets. More implemen-
tation details are provided in Appendix A.

Results. Tab. 3 shows the results for 5-way classification
under the scenario of MH. Our proposed method outper-
forms the baseline by 7.39% and 11.76% for 5-way 1-
shot and 5-shot learning, respectively. Ours can apply
to this more challenging scenario because our method is
dataset-agnostic and architecture-agnostic. In other word,
PURER works well on pre-trained models trained on vari-
ous datasets with different architectures.

Table 3. Compare to baselines in MH scenario. Pre-trained models
are from multiple datasets (CIFAR-100 and MiniImageNet) with
heterogeneous architectures (Conv4, ResNet-10 and ResNet-18).

MH Method 1-shot 5-shot

5-way Random 21.11 ± 0.41 21.34 ± 0.40
Ours 28.50 ± 0.63 33.10 ± 0.69

5.5. Ablation Study

Effectiveness of each component in PUERE. Tab. 4 shows
the results of ablation studies in SS scenario. We first in-
troduce a vanilla baseline (EI) performing pseudo episode
training without curriculum mechanism and meta testing
without ICFIL. EI still outperforms the best baselines in
Tab. 1 by 3.8% and 6.55% for 1-shot and 5-shot learning,
respectively, which verifies the effectiveness of the basic
idea of DFML leveraging the underlying data knowledge.
To further evaluate the effectiveness of curriculum mecha-
nism, we append curriculum to EI, i.e., ECI. We can ob-
serve that with curriculum mechanism, the performance can
be improved by 1.09% and 2.93% for 1-shot and 5-shot
learning, respectively. Similarly, we adopt ICFIL during
meta testing for EI, i.e., EI + ICFIL, and the performance
can be improved by 1.84% and 2.89% for 1-shot and 5-
shot learning, respectively. By introducing both curricu-
lum mechanism for episode inversion and ICFIL for meta
testing, we achieve the best performance with a boosting
gain of 3.12% and 7.09% for 1-shot and 5-shot learning, re-
spectively, which demonstrates the effectiveness of the joint
schema.

Table 4. Ablation studies on MiniImageNet in SS scenario.

SS Component Accuracy

Curriculum ICFIL 5-way 1-shot 5-way 5-shot

EI 28.02 ± 0.58 33.77 ± 0.63

✓ 29.11± 0.59 36.70 ± 0.64
✓ 29.86 ± 0.66 36.66 ± 0.66

Ours ✓ ✓ 31.14± 0.63 40.86 ± 0.64

Effect of the number of training class for each task. To
evaluate the performance difference for the different num-
ber of training class for each task, we perform the exper-
iments for 10-way classification problem in SS scenario.

7742



Table 5. Effect of the number of training class for each task in SS.

SS Method 1-shot 5-shot

CIFAR-FS
10-way

Random 10.26 ± 0.22 10.32 ± 0.22
Average 12.23 ± 0.30 14.86 ± 0.30
OTA 13.40 ± 0.32 15.17 ± 0.36
DRO 11.29 ± 0.25 11.56 ± 0.26
Ours 22.88 ± 0.41 36.19 ± 0.45

MiniImageNet
10-way

Random 11.20 ± 0.23 11.34 ± 0.24
Average 12.83 ± 0.27 13.94 ± 0.27
OTA 11.92 ± 0.25 13.25 ± 0.29
DRO 11.78 ± 0.20 13.08 ± 0.24
Ours 18.16 ± 0.37 26.92 ± 0.37

Table 6. Compare to MAML in SS scenario. †: use real meta-
training dataset of equal size to the dynamic dataset used in
DFML. Grey: data-based meta-learning method.

SS Method 1-shot 5-shot

CIFAR-FS
5-way

MAML† 34.18 ± 0.75 41.20 ± 0.71
Ours 38.66 ± 0.78 51.95 ± 0.79

CIFAR-FS
10-way

MAML† 19.05 ± 0.38 21.04 ± 0.35
Ours 22.88 ± 0.41 36.19 ± 0.45

Tab. 5 shows the results. For CIFAR-FS, our method out-
performs the best baseline by 9.48% and 21.02% for 1-shot
and 5-shot learning, respectively. For MiniImageNet, our
method outperforms the best baseline by 5.33% and 12.98%
for 1-shot and 5-shot learning, respectively. Compared to 5-
way classification, the accuracy of 10-way classification is
lower because it is more challenging. Ours outperforms all
baselines in both 5-way and 10-way classification problems.
Comparison to MAML. To evaluate the effectiveness of
DFML, we compare our method with regular data-based
meta-learning work MAML [9] under the scenario of SS.
The results are shown in Tab. 6. We introduce MAML†,
which uses the real meta training dataset of equal size to
the dynamic dataset used in DFML. For 5-way classifica-
tion on CIFAR-FS, our method outperforms MAML† by
4.48% and 10.75% for 1-shot and 5-shot learning, respec-
tively. For 10-way classification on CIFAR-FS, our method
outperforms MAML† by 3.83% and 15.15% for 1-shot and
5-shot learning, respectively. MAML† performs worse be-
cause MAML† uses a fixed meta training dataset, which
only provides a limited number of tasks in a random order.
In contrast, PURER can provide a more diverse collection
of tasks with an increasing level of difficulty because the
dynamic dataset can be adaptively updated according to the
real-time feedback of meta-learning model.
Contributions from curriculum mechanism. Fig. 4 shows
the testing accuracy with and without curriculum mecha-
nism, respectively. After 4000 iterations, we adopt curricu-
lum mechanism to adaptively synthesize harder tasks. With-
out curriculum mechanism, the performance converges to a
lower peak and even begins to decline, which can be ex-
plained as overfitting to the tasks of single-level difficulty.
In contrast, with curriculum mechanism, the meta model
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Figure 4. Effect of curriculum mechanism on testing performance
on CIFAR-FS in SS scenario. Solid curve: smoothed performance
curve. Transparent curve: original performance curve.

5-way pseudo episode
CIFAR-FS, from Conv4 CIFAR-FS, from ResNet-18

Figure 5. (left) pseudo images synthesized from Conv4. (right)
pseudo images synthesized from ResNet-18. Each column corre-
sponds to one class.

can keep learning from harder tasks and finally achieves a
peak with higher testing performance.
Visualizations of ECI. Fig. 5 shows visualizations of 5-
way pseudo episodes synthesized by ECI from models
pre-trained on CIFAR-FS with architectures of Conv4 and
ResNet-18, respectively. We can observe that compared
with Conv4, a deeper pre-trained model (ResNet-18) can
synthesize images of better quality.
Hyperparameter sensitivity. Results in Appendix B show
that the performance of our method is stable with the
changes of λ value.

6. Conclusion
We propose a new orthogonal perspective with respect to

existing works to solve DFML problem for exploring under-
lying data knowledge. Our framework PURER is architec-
ture, dataset and model-scale agnostic, thus working well in
various real-world scenarios. It contains two components:
(i) ECI to perform pseudo episode training with an increas-
ing order of difficulty during meta training; (ii) ICFIL to
settle the task-distribution shift issue during meta testing.
Extensive experiments show the effectiveness of PURER.
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