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Figure 1. We propose Collaborative Diffusion, where users can use multiple modalities to control face generation and editing. (a) Face
Generation. Given multi-modal controls, our framework synthesizes high-quality images consistent with the input conditions. (b) Face
Editing. Collaborative Diffusion also supports multi-modal editing of real images with promising identity preservation capability.

Abstract

Diffusion models arise as a powerful generative tool re-
cently. Despite the great progress, existing diffusion models
mainly focus on uni-modal control, i.e., the diffusion process
is driven by only one modality of condition. To further un-
leash the users’ creativity, it is desirable for the model to be
controllable by multiple modalities simultaneously, e.g. gen-
erating and editing faces by describing the age (text-driven)
while drawing the face shape (mask-driven).

In this work, we present Collaborative Diffusion, where
pre-trained uni-modal diffusion models collaborate to
achieve multi-modal face generation and editing without
re-training. Our key insight is that diffusion models driven
by different modalities are inherently complementary regard-
ing the latent denoising steps, where bilateral connections
can be established upon. Specifically, we propose dynamic
diffuser, a meta-network that adaptively hallucinates multi-
modal denoising steps by predicting the spatial-temporal
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influence functions for each pre-trained uni-modal model.
Collaborative Diffusion not only collaborates generation
capabilities from uni-modal diffusion models, but also inte-
grates multiple uni-modal manipulations to perform multi-
modal editing. Extensive qualitative and quantitative experi-
ments demonstrate the superiority of our framework in both
image quality and condition consistency.

1. Introduction

Recent years have witnessed substantial progress in image
synthesis and editing with the surge of diffusion models [9,
20,56,58]. In addition to the remarkable synthesis quality,
one appealing property of diffusion models is the flexibility
of conditioning on various modalities, such as texts [3, 16,
29, 30, 39, 48, 51], segmentation masks [48, 65, 66], and
sketches [7,65]. However, existing explorations are largely
confined to the use of a single modality at a time. The
exploitation of multiple conditions remains under-explored.
As a generative tool, its controllability is still limited.

To unleash users’ creativity, it is desirable that the model
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is simultaneously controllable by multiple modalities. While
it is trivial to extend the current supervised framework
with multiple modalities, training a large-scale model from
scratch is computationally expensive, especially when exten-
sive hyper-parameter tuning and delicate architecture designs
are needed. More importantly, each trained model could
only accept a fixed combination of modalities, and hence
re-training is necessary when a subset of modalities are ab-
sent, or when additional modalities become available. The
above demonstrates the necessity of a unified framework that
effectively exploits pre-trained models and integrate them
for multi-modal synthesis and editing.

In this paper, we propose Collaborative Diffusion, a
framework that synergizes pre-trained uni-modal diffusion
models for multi-modal face generation and editing without
the need of re-training. Motivated by the fact that different
modalities are complementary to each other (e.g., fext for
age and mask for hair shape), we explore the possibility
of establishing lateral connections between models driven
by different modalities. We propose dynamic diffuser to
adaptively predict the spatial-temporal influence function for
each pre-trained model. The dynamic diffuser dynamically
determines spatial-varying and temporal-varying influences
of each model, suppressing contributions from irrelevant
modalities while enhancing contributions from admissible
modalities. In addition to multi-modal synthesis, the sim-
plicity and flexibility of our framework enable extension to
multi-modal face editing with minimal modifications. In
particular, the dynamic diffuser is first trained for collabora-
tive synthesis. It is then fixed and combined with existing
face editing approaches [29, 50] for multi-modal editing. It
is worth-mentioning that users can select the best editing
approaches based on their needs without the need of altering
the dynamic diffusers.

We demonstrate both qualitatively and quantitatively that
our method achieves superior image quality and condition
consistency in both synthesis and editing tasks. Our contri-
butions can be summarized as follows:

* We introduce Collaborative Diffusion, which exploits
pre-trained uni-modal diffusion models for multi-modal
controls without re-training. Our approach is the first
attempt towards flexible integration of uni-modal diffu-
sion models into a single collaborative framework.

* Tailored for the iterative property of diffusion models,
we propose dynamic diffuser, which predicts the spatial-
varying and temporal-varying influence functions to
selectively enhance or suppress the contributions of the
given modalities at each iterative step.

* We demonstrate the flexibility of our framework by ex-
tending it to face editing driven by multiple modalities.
Both quantitative and qualitative results demonstrate the
superiority of Collaborative Diffusion in multi-modal
face generation and editing.

2. Related Work

Diffusion Models. Diffusion models [20, 56, 58] have re-
cently become a mainstream approach for image synthe-
sis [9, | 1,38] apart from Generative Adversarial Networks
(GANSs) [14], and success has also been found in various
domains including video generation [17, 19,55, 63], im-
age restoration [21,52], semantic segmentation [, 4, 15],
and natural language processing [2]. In the diffusion-based
framework, models are trained with score-matching objec-
tives [22, 64] at various noise levels, and sampling is done
via iterative denoising. Existing works focus on improv-
ing the performance and efficiency of diffusion models
through enhanced architecture designs [16,48] and sampling
schemes [57]. In contrast, this work focuses on exploit-
ing existing models, and providing a succinct framework
for multi-modal synthesis and editing without large-scale
re-training of models.

Face Generation. Existing face generation approaches can
be divided into three main directions. Following the GAN
paradigm, the StyleGAN series [26—28] boost the quality of
facial synthesis, and provide an interpretable latent space
for steerable style controls and manipulations. The vector-
quantized approaches [12,61] learn a discrete codebook
by mapping the input images into a low-dimensional dis-
crete feature space. The learned codebook is then sampled,
either sequentially [12,61] or parallelly [5, 6, 16], for syn-
thesis. In contrast to the previous two approaches, diffusion
models are trained with a stationary objective, without the
need of optimizing complex losses (e.g., adversarial loss)
or balancing multiple objectives (e.g., codebook loss versus
reconstruction loss). With training simplicity as a merit,
diffusion-based approaches have become increasingly pop-
ular in recent years. Our framework falls in the diffusion-
based paradigm. In particular, we leverage pre-trained diffu-
sion models for multi-modal generation and editing.
Conditional Face Generation and Editing. Conditional
generation [10, 11,13,31,34,37,40,43-46,51,65,67-71]
and editing [8, 32,41, 53,54, 67, 68] is an active line of
research focusing on conditioning generative models on dif-
ferent modalities, such as texts [24,41,67,68], segmentation
masks [32,33,40,47], and audios [59]. For example, Style-
CLIP [41], DiffusionCLIP [30], and many others [35, 60]
have demonstrated remarkable performance in text-guided
face generation and editing. However, most existing models
do not support simultaneous conditioning on multiple modal-
ities (e.g., text and mask at the same time), and supporting
additional modalities often requires time-consuming model
re-training and extensive hyper-parameter tuning, which are
not preferable in general. In this work, we propose Col-
laborative Diffusion to exploit pre-trained uni-modal diffu-
sion models [48] (e.g., text-driven and mask-driven mod-
els) to achieve multi-modal conditioning without model re-
training.
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Figure 2. Overview of Collaborative Diffusion. We use pre-trained uni-modal diffusion models to perform multi-modal guided face
generation and editing. At each step of the reverse process (i.e., from timestep ¢ to ¢t — 1), the dynamic diffuser predicts the spatial-varying
and temporal-varying influence function to selectively enhance or suppress the contributions of the given modality.

3. Collaborative Diffusion

We propose Collaborative Diffusion, which exploits mul-
tiple pre-trained uni-modal diffusion models (Section 3.1) for
multi-modal generation and editing. The key of our frame-
work is the dynamic diffuser, which adaptively predicts the
influence functions to enhance or suppress the contributions
of the pre-trained models based on the spatial-temporal influ-
ences of the modalities. Our framework is compatible with
most existing approaches for both multi-modal guided syn-
thesis (Section 3.2) and multi-modal editing (Section 3.3).

3.1. Uni-Modal Conditional Diffusion Models

Diffusion models are a class of generative models that
model the data distribution in the form of py(xg) =
fpg (x0.7) dx1.7. The diffusion process (a.k.a. forward
process) gradually adds Gaussian noise to the data and even-
tually corrupts the data x( into an approximately pure Gaus-
sian noise xp using a variance schedule /31, ..., 8p:

=

Q(X1:T|X0) = Q(Xt|xt71>7
=1 e
q(x¢|xe-1) = N (x5 /1 = Bixe—1, ).

Reversing the forward process allows sampling new data x
by starting from p(x1) = N (xr; 0, I). The reverse process
is defined as a Markov chain where each step is a learned

Gaussian transition (pg, Xp):
T
po(xo0.r) = p(xr) [ [ po(xe-1lx),
t=1
po(Xi—1]%t) = N (Xe—1; B (Xt, 1), T (X1, 1))

Training diffusion models relies on minimizing the varia-
tional bound on p(z)’s negative log-likelihood. The com-
monly used optimization objective Lpy [20] reparameter-
izes the learnable Gaussian transition as €y(-), and tempo-
rally reweights the variational bound to trade for better sam-
ple quality:

LDM(G) = ]Et,xo,erv./\/'(O,I) |:||€ - Ee(Xta t)||2i| ) (3)

2)

where x; can be directly approximated by x; = \/a;Xg +
V1 — aye, with a; = HZ=1 agand oy =1 — B4

To sample data x( from a trained diffusion model €4(+),
we iteratively denoise x; from ¢ = T to ¢t = 1 with noise z:

1 < 1— (673
— (x— —
\/Et vV 1— O_lt

The unconditional diffusion models can be extended to
model conditional distributions py(xg|c), where xg is the
image corresponding to the condition c such as class labels,
segmentation masks, and text descriptions. The conditional
diffusion model receives an additional input 7(c) and is
trained by minimizing || — eg(x¢, ¢, 7(c))||%, where 7(-) is
an encoder that projects the condition ¢ to an embedding
7(c). For brevity, we will use ¢ to represent 7(c) in our
subsequent discussions.

Xi—1 =

€0 (x4, t)) +oiz (4
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Algorithm 1 Dynamic Diffuser Training

Algorithm 2 Collaborative Sampling

. repeat
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Figure 3. Dynamic Diffuser. It predicts the influence function that
represents the desired level of contribution from each pre-trained
diffusion model. The influence function varies at different timestep
t and different spatial locations, and is dependent on the state of
diffusion x; and the condition input c,,.

3.2. Multi-Modal Collaborative Synthesis

In our Collaborative Diffusion, multiple uni-modal diffu-
sion models collaborate at each step of the denoising process
for multi-modal guided synthesis. The core of our frame-
work is the dynamic diffuser, which determines the extent
of contribution from each collaborator by predicting the
spatial-temporal influence functions.

Problem Formulation. Given M pre-trained uni-modal
conditional diffusion models {¢p,, } (each models the distri-
bution p(Xg|cnm)), where the modality index m =1, ..., M,
our objective is to sample from p(xp|c), where ¢
{c1,¢2,- -+, cpr}, without altering pre-trained models.

Dynamic Diffuser. In diffusion models, each step of the
reverse process requires predicting the noise €. With mul-
tiple diffusion models collaborating, we need to carefully
determine when, where, and how much each diffusion model
contributes to the prediction €. At each diffusion timestep
t = T,...,1, the influence I, ; from each pre-trained dif-
fusion model €y, is adaptively determined by a dynamic

®)

where m = 1, ..., M is the index of the modalities, L, ; €
R w %, is the noisy image at time ¢, c,, is the condition
of the m!" modality, and Dy, is the dynamic diffuser imple-
mented by a UNet [49]. To regularize the overall influence
strength, we perform softmax across all modalities’ I,,, ; at
each pixel p to obtain the final influence function imyt:

Im,t = D(bm (Xt7 t7 Cm)a

i N eXP(Im,t,p)
m,t,p — M .
Zj:l exp(Ljt.p)
Multi-Modal Collaboration. We use the M learned influ-

ence functions imt to control the contribution from each
pre-trained diffusion model at each denoising step:

(6)

M
€Epred,t = § Im,t O} €9,, (.’L‘t, ta Cm)

m=1

(7

where €g, is the mth collaborator, and @ denotes pixel-wise
multiplication. The complete training procedure of dynamic
diffusers and the image sampling strategy in our Collabo-
rative Diffusion framework are detailed in Algorithm | and
Algorithm 2, respectively.

Relation with Composable Diffusion. Composable Diffu-
sion [36] combines two instances of the same text-to-image
diffusion model to achieve compositional visual generation
via intermediate results addition. Our framework is related
to Composable Diffusion in terms of composing diffusion
models for image synthesis, but is substantially different
in terms of the task nature and methodology. Composable
Diffusion aims to decompose the text condition into elemen-
tary segments to factorize the conditional synthesis problem,
while we aim to integrate uni-modal collaborators to achieve
multi-modal controls. Furthermore, different from Compos-
able Diffusion, which can only compose instances of the
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Algorithm 3 Collaborative Editing

Require:
input image Xinput, target conditions cp,, target,
diffusion models e€g,,, dynamic diffusers Dgy,,, (m =
1,..., M),
interpolation scale o

1: form=1,...,M do > Uni-Modal Editing
2: em = Cm,target
31 Xt = VO0Xinput + V1 — Qe )
4 Cmopt = argmin, Ec: € — €q,, (Xt,1, cm)]|
50 Om,opt = argmingm Ee.: |l€ — €q,, (xt,1, Cm,opt)H2
6: Cm,int = O * Cm,target + (]- - Oé) * Cm,opt
7: end for
8: xr ~ N(0,I) > Collaborate the Uni-Modal Edits
9: fort="1T,...,1do
10 z~N(0,1)ift > 1,elsez=10
11: form =0,...,M do
12: €Epred,m,t = €0, opt (xt,t, cm,int)
13: Im,t = D¢m (Xt7t76m,i"t)
14:  end for
. 7 _ CXP(Im‘t,p) H
150 Lmip = S opllyap)’ softmax at each pixel p
16: €Epred,t = Z,,]\le im,t © €pred,m,t
17 X¢—1 = \/%T (Xt - %Epred,t) + 01z
18: end for

19: return xgo

same text-based synthesis model (i.e., the weights of the dif-
fusion models being composed are the same), our framework
possesses the flexibility in integrating models with different
weights, architectures, and modalities through the learned
dynamic diffusers.

3.3. Multi-Modal Collaborative Editing

In addition to face synthesis, our framework is also ca-
pable of combining multiple facial manipulations, each of
which is guided by a different modality, into a collaborative
edit. Our collaborative framework in theory can integrate
any existing uni-modal diffusion-based editing approach for
collaborative editing.

In this work, we demonstrate such possibility by extend-
ing Imagic [29] to the multi-modal paradigm. We first follow
Imagic to fine-tune the embeddings and models to better
capture the input face identity during editing. The trained
dynamic diffusers discussed in Section 3.2 are then used to
combine the fine-tuned models. Algorithm 3 displays the
complete procedure of collaborative editing. Note that fine-
tuning the pre-trained models is for identity preservation
proposed in Imagic, which is independent to our framework.
The extension of our framework to editing requires no further
training of dynamic diffusers.

Multi-Modal Conditions

Generated Images

He is a young
adult. This man has
a rough growth of
stubble.

His face is covered
with short beard.
This man is in the
thirties.

There is no beard.
This woman looks
extremely young.

TediGAN

Composable Ours
Figure 4. Qualitative Comparison of Face Generation. In the
second example, TediGAN and Composable fails to follow mask,
while ours generates results highly consistent to both conditions.

Input Image Multi-Modal Target Conditions Edited Images

He is a teen. The
face is covered with
short pointed
beard.

This man has
beard of medium
length. He is in his
thirties.

TediGAN

Composable Ours

Figure 5. Qualitative Comparison of Face Editing. While Tedi-
GAN’’s hair shape is inconsistent with mask, and Composable fails
to generate beard according to text, our framework produces results
highly consistent with both conditions while maintaining identity.

4. Experiments
4.1. Experimental Setup

Datasets. CelebAMask-HQ [32] consists of manually an-
notated segmentation masks for each of the 30,000 images
in the CelebA-HQ dataset [25]. Each mask has up to 19
classes, including the main facial components such as hair,
skin, eyes, and nose, and accessories such as eyeglasses and
cloth. CelebA-Dialog [23] provides rich and fine-grained
natural language descriptions for the images in CelebA-HQ.
In this work, we train the mask-driven diffusion models on
CelebAMask-HQ, and the text-driven models on CelebA-
Dialog. For dynamic diffuser, we simply combine the mask
and text for each image without further processing.

Implementation Details. We adopt LDM [48] for our uni-
modal diffusion models since it achieves a good balance
between quality and speed. Our dynamic diffuser is a time-
conditional UNet [49], with conditional embeddings injected
via cross-attention [62]. The dynamic diffuser is x30 smaller
than the pre-trained diffusion model. The detailed architec-
ture and settings are provided in the supplementary material.

4.2. Comparison Methods

TediGAN [67,68] is a StyleGAN-based face synthesis and
manipulation method. It projects both text and mask condi-

6084



Multi-Modal Conditions

His face is covered
with short beard.
He is a young
adult.

She looks very
young.

Generated Images

Figure 6. Diversity of Face Generation. Given input conditions, our method demonstrates promising synthesis diversity in facial attributes
that are not constrained by a specific combination of multi-modal conditions, such as hair color and skin tone.

tions into StyleGAN’s W+ latent space, and performs style
mixing to achieve multi-modal control.

Composable Diffusion [36] parallely implements two in-
stances of the same text-to-image diffusion model to perform
compositional scene generation. We generalize it by replac-
ing the two text-to-image model instances by the text-driven
model and the mask-driven model trained using LDM [48].
The two models are composed by averaging the intermediate
diffusion results at each step of the reverse process.

4.3. Evaluation Metrics

FID. We use Frechet Inception Distance (FID) [18] to mea-
sure the quality of images synthesized by different methods.
FID computes the feature representation’s distance between
generated images and real images. A lower FID implies
better sample quality.

CLIP Score. CLIP [42] is a vision-language model trained
on large-scale datasets. It uses an image encoder and a text
encoder to project images and texts to a common feature
space, respectively. The CLIP score is computed as the
cosine similarity between the normalized image and text
embeddings. A higher score usually indicates higher consis-
tency between the output image and the text caption.

Mask Accuracy. For each output image, we predict the
segmentation mask using the face parsing network provided
by CelebAMask-HQ [32]. Mask accuracy is the pixel-wise
accuracy against the ground-truth segmentation. A higher
average accuracy indicates better consistency between the
output image and the segmentation mask.

User Study. We conduct user study with 25 human evalua-
tors to measure the effectiveness of the methods perceptually.
For face generation, we randomly sample multi-modal con-
ditions in the validation split of CelebA-HQ Dataset, and
then synthesize output images given the conditions. Evalu-
ators are provided with the input conditions and the output
images, and they are asked to choose the best image based
on 1) image photo-realism, 2) image-text consistency, 3)
image-mask consistency. User study is conducted similarly
for face editing, except that 1) evaluators are also provided
with the input image for editing, and 2) they are also asked

Table 1. Quantitative Results of Face Generation. Compared
with TediGAN and Composable Diffusion, our method synthesizes
images with better quality (lower FID), and higher consistency with
the text and mask conditions.

Method FID | | Text (%) 1 | Mask (%) 1

TediGAN [67,68] | 157.81 24.27 72.19

Composable [36] 124.62 23.94 76.11

Ours 111.36 24.51 80.25
TediGAN

27.99%
9.40% 12.36% 84.37% Composable

Ours

2.61% 2.91%

(a) Face Generation (b) Face Editing

Figure 7. User Study. Among the three methods, the majority of
users vote for our results as the best for both generation (69.40%)
and editing (84.37%), in terms of image quality, condition consis-
tency, and identity preservation.

to assess the level of identity preservation between the edited
image and input image.

4.4. Comparative Study

Qualitative Comparison. In Figure 8, we provide the gen-
eration results of our Collaborative Diffusion under different
combinations of texts and masks. It is observed that our
framework is capable of synthesizing realistic outputs con-
sistent with the multi-modal inputs, even for relatively rare
conditions, such as a man with long hair. We then compare
our method with TediGAN [67, 68] and Composable Diffu-
sion [36] in Figure 4. For example, in the second example,
TediGAN and Composable Diffusion’s results are incon-
sistent with the mask, while ours is able to maintain both
mask and text consistency. We also show in Figure 6 that
our method synthesizes images with high diversity without
losing condition consistency.

In addition to image generation, it is also observed in
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He is a teen. The
face is covered with
short pointed
beard.

He looks very old.
He doesn't have
any mustache at
all.

She is a teenager.

This female is in
the middle age.

This man has
beard of medium
length. He is in his
thirties.

This woman looks
very old.

Figure 8. Face Generation Results. Our method generates realistic images under different combinations of multi-modal conditions, even
for relatively rare combinations in the training distribution, such as a man with long hair.

Figure 9 that our framework is able to edit images based
on multi-modal conditions while preserving identity. The
comparison to existing works in Figure 5 also verifies our
effectiveness. For example, in the second example, while
TediGAN is unable to synthesize hair consistent to the mask
and Composable Diffusion fails to generate beard according
to the text, our framework is able to generate results highly
consistent to both conditions while maintaining identity.

Quantitative Comparison. As shown in Table 1, our Col-
laborate Diffusion outperforms TediGAN and Composable
Diffusion in all three objective metrics. In addition, as de-
picted in Figure 7, our framework achieves the best result
in 69.40% and 84.37% of the time for face generation and
editing, respectively. These results verify our effectiveness
in both image quality and image-condition consistency.

4.5. Ablation Study

In this section, we visualize the influence functions, and
show that it is necessary for the influence function to be
both spatially and temporally varying to facilitate effective
collaboration.

4.5.1 Spatial Variations of Influence Functions

As shown in Figure 10, the influence functions behaves differ-
ently at different spatial regions. For instance, the influence
for the mask-driven model mainly lies on the contours of
facial regions, such as the outline of hair, face, and eyes, as
these regions are crucial in defining facial layout. In con-
trast, the influence for the text-driven model is stronger at
skin regions including cheeks and chin. This is because the
attributes related skin texture, such as age and beard length,
are better described by text.

To verify its necessity, we remove the spatial variation of
influence functions. From Table 2 we observe that removing
the spatial variance results in deterioration in both output
quality and condition consistency. This corroborates our
hypothesis that it is important to assign different weights to
different modalities at different spatial regions.

4.5.2 Temporal Variations of Influence Functions

In addition to the spatial variation, it is also observed in
Figure 10 that the influence from the mask-driven model is
stronger at earlier diffusion stages (i.e., larger t), since early
stages focus on initializing the facial layout using the mask-
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He is a teen. The
face is covered with
short pointed
beard.

He looks very old.
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any mustache at
all.
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thirties.

This woman is a
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face is covered with
short pointed
beard.

Figure 9. Face Editing Results. Given the input real image and target conditions, we display the edited image using our method.
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Figure 10. Visualization of Influence Functions. The influence
functions vary spatially at different face regions, and temporally at
different diffusion timesteps.

Table 2. Ablation Study. Temporal or spatial suppression in
influence variation introduces performance drops, which shows the
necessity of influence functions’ spatial-temporal adaptivity.

Method FID | | Text (%) 1 | Mask (%) 1
Ours w/o Spatial 117.81 24.36 80.08
Ours w/o Temporal | 117.34 24.48 77.07
Ours 111.36 24.51 80.25

driven model’s predictions. At later stages, the influence
from the text-driven model increases as the textural details
(e.g., skin wrinkles and beard length) are instantiated using
information from the text.

We remove the temporal variation in the influence func-
tions to demonstrate its importance. It is shown in Table 2
that both the quality and condition consistency drop without
the temporal variation.

5. Conclusion

With generative Al gaining increasing attention, multi-
modal conditioning becomes an indispensable direction to
unleash creativity and enable comprehensive controls from
human creators. In this work, we take the first step forward
and propose Collaborative Diffusion, where pre-trained uni-
modal diffusion models collaboratively achieve multi-modal
face generation and editing without being re-trained. With
our dynamic diffuser, this framework could be used to extend
arbitrary uni-modal approach to the multi-modal paradigm
through predicting the relative influence of different modali-
ties. We believe our idea of synergizing uni-modal models
for multi-modal tasks would be a good inspiration for future
works in various domains such as motion and 3D generation.

Limitations and Future Work. Since our framework fo-
cuses on exploiting pre-trained diffusion models, our per-
formance is dependent on the capability of each model. An
orthogonal direction is to train each collaborator on large-
scale datasets for performance gain.

Potential Negative Societal Impacts. The facial manipula-
tion capabilities of Collaborative Diffusion could be applied
maliciously on real human faces. We advise users to apply it
only for proper recreational purposes.
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