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Abstract

Shape from Polarization (SfP) aims to recover surface
normal using the polarization cues of light. The accuracy
of existing SfP methods is affected by two main problems.
First, the ambiguity of polarization cues partially results in
false normal estimation. Second, the widely-used assump-
tion about orthographic projection is too ideal. To solve
these problems, we propose the first approach that com-
bines deep learning and stereo polarization information to
recover not only normal but also disparity. Specifically,
for the ambiguity problem, we design a Shape Consistency-
based Mask Prediction (SCMP) module. It exploits the in-
herent consistency between normal and disparity to iden-
tify the areas with false normal estimation. We replace the
unreliable features enclosed by these areas with new fea-
tures extracted by global attention mechanism. As to the
orthographic projection problem, we propose a novel View-
ing Direction-aided Positional Encoding (VDPE) strategy.
This strategy is based on the unique pixel-viewing direction
encoding, and thus enables our neural network to handle
the non-orthographic projection. In addition, we establish
a real-world stereo SfP dataset that contains various ob-
ject categories and illumination conditions. Experiments
showed that compared with existing SfP methods, our ap-
proach is more accurate. Moreover, our approach shows
higher robustness to light variation.

1. Introduction
3D shape recovery is a fundamental problem in com-

puter vision and has been extensively studied [15, 26, 31].
However, existing shape recovery methods have some lim-
itations. For example, the geometry-based methods, e.g.,
structure from motion [33, 37] have difficulty in dealing
with texture-less regions and can only recover sparse point
cloud. While the photometric stereo methods [15, 18]
can recover dense surface, they need cumbersome photo-
metric calibration. By contrast, shape from polarization
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(SfP) [11, 20, 40] can avoid the above problems by using
the polarization cues of light. Specifically, polarization cues
can detect rich geometric details even for white wall [11].
Moreover, such cues can be easily obtained in a single shot
with the quad-Bayer polarization camera [46].

Despite the above advantages of SfP, there remain two
main problems that affect the recovery accuracy. First, the
ambiguous polarization cues are inevitable due to unidirec-
tional measurement [10]. These cues partially result in false
normal estimation. To solve this problem, early SfP meth-
ods rely on specific assumptions about shape prior [2, 40]
and lead to unsatisfactory recovery accuracy. Recently,
some approaches use stereo [16] or multi-view [49] polar-
ization information for disambiguation. However, the ac-
curacy of these methods is limited by the low quality of
stereo matching for polarization cues. Second, most ex-
isting SfP approaches assume orthographic projection for
modelling simplification [35, 40]. Such assumption ignores
the influence of viewing directions, which affects the accu-
racy of polarimetric measurements. A representative work
for this problem is based on a perspective phase angle con-
straint [8], but this constraint is still insufficient.

In addition to the above attempts to solve the ambigu-
ity and orthographic projection problems, some methods
are proposed based on deep learning [3, 12, 23, 25]. They
improve the shape recovery accuracy to some extent. How-
ever, they still partly suffer from the ambiguity problem due
to monocular imaging. By contrast, our method is based on
stereo polarimetric imaging. To the best of our knowledge,
our approach is the first one that combines stereo polariza-
tion information and deep learning to estimate both normal
and disparity.

As shown in Fig. 1, we integrate convolutional neural
network (CNN) with Vision Transformer [13, 14] to design
the feature extraction module. This module considers both
local and global contexts [34] to extract stereo feature maps.
For one thing, we use the feature map of the left view to es-
timate the normal map. For another thing, we exploit the
stereo feature maps to generate a polarimetric cost volume.
This cost volume aligns stereo features to estimate the dis-
parity map. Our joint estimation of normal and disparity
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Figure 1. Overview of the proposed approach. Given a pair of stereo polarization images, our method can simultaneously recover normal
map and disparity map with high quality.

contributes to solving the above-mentioned problems in SfP,
which is introduced in the following.

For the ambiguity problem, we design a Shape
Consistency-based Mask Prediction (SCMP) module. This
module predicts a mask to identify the areas with inac-
curate normal estimation caused by unreliable features in
the feature map. We use these areas to achieve a coarse-
to-fine refinement for the feature map. At each step, we
replace the features enclosed by such areas with new fea-
tures extracted by the global attention mechanism in Trans-
former. As to the orthographic projection problem, we in-
troduce a novel Viewing Direction-aided Positional Encod-
ing (VDPE) strategy to Transformer. Based on the pixel-
viewing direction encoding, this strategy enables our neural
network to handle non-orthographic projection. Moreover,
we establish a large real-world stereo SfP dataset.

To summarize, we propose the first approach 1 that com-
bines stereo polarimetric imaging and deep learning to re-
cover accurate normal and disparity maps simultaneously.
Our main contributions are as follows:

• We design a mask prediction module to reduce the ef-
fect of ambiguous polarization cues based on the con-
sistency between normal and disparity.

• We propose a novel positional encoding design that en-
ables our network to handle the non-orthographic pro-
jection in polarimetric measurement.

• We establish a large real-world dataset for stereo SfP
problem. Our dataset contains various object cate-
gories and illumination conditions.

Extensive experiments showed that compared with existing
methods, our approach is more accurate. Moreover, our ap-
proach shows higher robustness to light variation.

2. Related Work
We first review SfP methods that typically use pure po-

larization cues with monocular setup. We then introduce the
1https://tyhuang98.github.io/learn_stereo_sfp/

approaches combining polarization and the other cues. Fi-
nally, we present works adopting stereo or multi-view setup.
Pure Polarization. Early SfP methods divide the polariza-
tion reflection into two cases, i.e., specular reflection [35]
and diffuse reflection [2, 19, 29]. These methods model
such two cases individually according to object materials.
This strategy is impractical since light reflection involves
both cases in the real world. Moreover, their assumptions
on shape priors lead to over-smooth shape recovery results.
Baek et al. [4] introduced a model that can consider two
reflection cases simultaneously. However, their model re-
quires the assumption about ideal surface reflection and thus
is relatively unreliable. Considering the complexity of light
reflection, some methods [3,12,23,25] based on deep learn-
ing are proposed. Although these data-driven methods im-
prove the recovery accuracy, they lead to low generaliza-
tion. The reason is that their networks are trained on rela-
tively small or synthetic datasets.
Polarization + X. The above pure polarization-based meth-
ods suffer from the ambiguity problem of polarization cues.
To solve this problem, recent works attempt to introduce
additional shape-from-X cues (X represents shading, pho-
tometry, depth, etc.). With the cues of shading, Smith et
al. [39, 40] proposed to generate a large linear system to
directly calculate the height of each pixel. However, their
assumptions about the known refractive index and ortho-
graphic camera projection limit the recovery accuracy. Ngo
et al. [32] combined the polarization with shading cues to
additionally estimate the refractive index. Nevertheless,
their method needs at least two light directions and is time-
consuming. In addition, given the cues of photometry,
Atkinson et al. [1] used two calibrated photometric systems
to reduce the effects of polarization ambiguity. Tozza et
al. [41] improved their method by solving the uncalibrated
case. Moreover, based on the cues of depth, Kadambi et
al. [21] used the geometric constraints of normals to re-
fine the depth map. This method relies on redundant depth
alignment, which leads to low efficiency.
Stereo and Multi-view Polarization. Stereo or multi-view
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imaging setup contributes to the disambiguation of polar-
ization cues. For example, Cui et al. [11] proposed an iso-
depth contour tracing mechanism in their multi-view setup
to fuse the estimated depth and normal maps. Chen et al. [9]
proposed a theoretical polarimetric transport model to con-
strain the recovery solutions from three views. Zhu and
Smith [50] adopted a pair of polarization and RGB images.
They introduced a high-order graphical model to label the
diffuse-dominant and specular-dominant pixels separately,
followed by shape recovery. Recently, Fukao et al. [16] pro-
posed an approach to recover per-pixel normals using stereo
polarimetric images. They treated the Stokes vector as po-
larization cues and constructed a cost volume to regress nor-
mals. Compared with the above methods, our approach is
more robust to noise thanks to our proposed modules, as
will be shown in the experiments.

3. Proposed Method

In Section 3.1, we introduce the basic knowledge of
polarization. In Section 3.2, we give an overview of our
pipeline. In Section 3.3, we introduce the SCMP module
that enables our method to solve the ambiguity problem.
In Section 3.4, we introduce our VDPE design that aims at
handling the non-orthographic projection. In Section 3.5,
we introduce our loss function.

3.1. Basic Knowledge of Polarization

Let us consider a partially polarized light that ortho-
graphically passes through a linear polarizer with an angle
of ϕpol. The measured intensity of this light follows a sinu-
soidal variation [10] as

Iϕpol =
Imax + Imin

2
+

Imax − Imin

2
cos(2ϕpol − 2ϕ)

= Ī + ρĪ cos(2ϕpol − 2ϕ),
(1)

where Imax and Imin denote the upper and lower bounds
of the detected light intensity, ϕ denotes the angle of linear
polarization (AoLP), ρ denotes the degree of linear polar-
ization (DoLP), Ī denotes the average intensity. Based on
Eq. (1), two polarization angles ϕ and ϕ′ with a π-shift (ϕ′

= ϕ ± π) result in the same observed light intensity, which
is called π-ambiguity problem. With the linear quad-Bayer
polarization camera [46], we can measure intensities in dif-
ferent angles of polarizer. By combining these intensities,
we can solve the above unknown polarization parameters: ϕ
with π-ambiguity, ρ, and Ī . These parameters have been
proved to be highly related to the surface normal [2, 35].
Details are available in the supplementary material.

In addition, there is another representation to describe
the polarization state of light [10], i.e., the Stokes vector:

s =


s0
s1
s2
s3

 =


I0 + I90
I0 − I90
I45 − I135

0

 , (2)

where s0 represents the light intensity; s1 and s2 represent
the linear polarization components in 0◦ and 45◦, respec-
tively; s3 represents the right circular polarization compo-
nent. The Stokes vector s in Eq. (2) can be expressed by the
measured intensities I0, I45, I90 and I135. In our context,
we follow [12] to call the normalized Stokes vector image
“Stokes map”.

3.2. Pipeline Overview

As shown in Fig. 1, given the measured stereo polariza-
tion images, we compute AoLP&DoLP and Stokes maps,
and treat them as the physical priors. By taking these pri-
ors as inputs, our network uses a weight-shared feature ex-
traction module to extract stereo feature maps. Our feature
extraction is based on the combination of CNN and Trans-
former to consider both local and global contexts. Note that
our Transformer is adapted by the proposed VDPE design
(see Section 3.4) to handle the non-orthographic projection.
Based on the extracted stereo feature maps, our network
predicts both normal and disparity maps.
Disparity Map. Given the stereo feature maps, we generate
a polarimetric cost volume. This volume aligns stereo fea-
tures and encapsulates the disparity information [22]. We
process such volume by a series of Conv3d blocks [42] and
the Soft ArgMin operation [22] to infer the disparity map.
Normal Map. The extracted feature map of the left view is
associated with the unknown-but-sought normal map. How-
ever, due to the ambiguity problem of polarization cues, this
feature map needs to be refined. To achieve this goal, we
propose a coarse-to-fine feature refinement strategy. This
refinement is based on the proposed SCMP module (see
Section 3.3) and Transformer. Our SCMP module incorpo-
rates the above cost volume since there exists inherent con-
sistency between disparity and normal. After refinement,
the feature map is used to infer the normal map.

3.3. Shape Consistency-based Mask Prediction

Leveraging the shape consistency between normal and
disparity can improve the shape recovery accuracy. Let us
first intuitively explain the reason. For one thing, the nor-
mal map estimated by polarization cues are per-pixel. How-
ever, the normals in some areas are false due to the ambigu-
ity problem, and we cannot obtain a mask to exclude such
areas a priori. For another thing, given a disparity map,
we can compute a normal map that is globally reliable but
coarse. The correct normals labelled by the unknown-but-
sought mask are relatively consistent with the normals com-
puted by the disparity map. We leverage such consistency
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Figure 2. Illustration of proposed SCMP module and mask em-
bedding operation. (a) Based on shape consistency, the proposed
SCMP module predicts a mask. (b) We employ the predicted mask
to purify the feature map F1/F2 by a mask embedding operation.

to identify this mask by introducing the SCMP module. We
will introduce our module details in the following.

As shown in Fig. 1, we embed two SCMP modules into
our network. Fig. 2(a) shows how our first and second
SCMP modules are used in our coarse-to-fine feature re-
finement. Specifically, at the “coarse” stage, we take the
original feature map F1 of the left view and the polarimet-
ric cost volume C1 as inputs of the first SCMP module. At
the “fine” stage, we feed the intermediate feature map F2

and cost volume C2 to the second SCMP module. At each
stage, an initial normal map can be inferred from the feature
map F1 or F2 under supervision. Meanwhile, an initial dis-
parity map can be regressed from the cost volume C1 or C2

under supervision. Based on this disparity map, we com-
pute a rough normal map using an adaptive normal estima-
tion method [27]. We then exploit the consistency between
the normal inferred by our network and the normal com-
puted based on disparity to predict a mask. Specifically, the
value vi of the i-th pixel in this mask is computed by

vi =

{
0, if nN

i · nD
i < τ

1, otherwise
, (3)

where “·” denotes the dot product, nN
i and nD

i are the
normals inferred by our network and computed based on
disparity, respectively, τ is a threshold. When nN

i ·nD
i is

smaller than the threshold τ , the consistency is violated. In
our paper, τ is 0.7 and 0.9 in the first and second SCMP
modules, respectively. We adopt such threshold setup to
achieve coarse-to-fine feature refinement.

We then employ the above mask to purify the fea-
ture map F1 or F2 by a mask embedding operation (see
Fig. 2(b)). Each unreliable feature in the areas with false
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Figure 3. Illustration of proposed VDPE design. For ease of under-
standing, we only show the self-attention part in the Transformer.

normal estimation is set to zero vector. Then the puri-
fied feature map is fed to Transformer for global attention.
Thanks to the mask embedding, the effect of the unreliable
features resulting in false normal estimation is reduced. In
addition, the global attention mechanism in Transformer ex-
tracts new features for the masked areas by combing global
reliable features. Based on such features, the false normals
can be re-estimated in an accurate way.

3.4. Viewing Direction-aided Positional Encoding

Most existing SfP works [35, 39] assume orthographic
projection (i.e., viewing directions of all pixels are
[0, 0, 1]⊤). This assumption affects the accuracy of polari-
metric measurement and further the accuracy of shape re-
covery. Intuitively, additionally using a viewing direction
map can alleviate this problem. We generate this map based
on the pixel-viewing direction encoding, i.e., each pixel in
this map is associated with a unique viewing direction. To
introduce such map into neural network, a straightforward
strategy is to feed it to CNN [25]. However, it is well-known
that the feature extracted by CNN lacks global information.
By contrast, we propose to integrate this map into Trans-
former. This integration is based on the proposed VDPE
design (see the next paragraph). As will be shown in the
experiments, such design is more effective than the strategy
based on CNN.

As shown in Fig. 3, we integrate the viewing direction
map into the self-attention part of Transformer. Specifically,
we reshape the viewing direction map and concatenate it
with the linearly projected value in the self-attention block.
Then the concatenated volume is passed to a Multi-Layer
Perception (MLP) layer to embed with the attention calcu-
lation. After that, the self-attention computation result can
be formulated as:

Output = (SoftMax(
QK⊤
√
D

)V )⊕ (MLP(V ⊕ v)), (4)

where V , K, Q represent the linearly projected value, key
and query respectively, v is the viewing direction map, D
is the feature dimension, “⊕” represents the concatenation
operation. Based on Eq. (4), our method can handle the
non-orthographic projection reliably.
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Table 1. Comparison among existing SfP datasets. Our dataset is the first stereo SfP dataset at the object level. Meanwhile, our acquisition
is under controlled illumination and does not need reprojection.

Dataset Level Type Setup Controlled Illumination Reprojection Operation

DeepSfP [3] Object Real-world Monocular No Yes
Kondo et al. [23] Scene Synthetic Monocular Yes No

Deschaintre et al. [12] Object Synthetic Monocular Yes No
SPW [25] Scene Real-world Monocular No Yes

CroMo [44] Scene Real-world Stereo No Yes
Ours Object Real-world Stereo Yes No

Packing_bag

Mango_hori

Stone_angular Dola_smile

Stone_flat

Leaf_sector Eagle_toy Cup_back

Polarization 
Cameras

Projector

LED Light

Dola_cute

(a) (b)
Figure 4. We establish a real-world stereo SfP dataset, which con-
tains rich shapes and material categories. (a) Representative image
pairs. (b) Data capture setup.

3.5. Loss Function

For network training, we use the normal loss and the dis-
parity loss. For the normal loss, we adopt the commonly
used cosine similarity loss [6, 7]. Our normal loss consists
of three sub-losses N1, N2, and Nfinal. N1 and N2 cor-
respond to the initial normal maps in the first and second
SCMP modules, respectively. Nfinal is related to the final
predicted normal map of our network. As to the dispar-
ity loss, we adopt the widely-used smooth L1 loss [5, 17].
Our disparity loss consists of three sub-losses D1, D2, and
Dfinal. D1 and D2 correspond to the initial disparity maps in
the first and second SCMP modules, respectively. Dfinal is
related to the final predicted disparity map of our network.

By combing the above sub-losses, we define our final
loss L as:

L = α · (N1 +N2) + β · (D1 +D2)

+ α′ · Nfinal + β′ · Dfinal,
(5)

where α, β, α′, and β′ are the trade-off parameters. Dur-
ing training, we set α and β as 0.1 for weak supervision
since they correspond to the intermediate results. We set α′

and β′ as 0.3 for major supervision since they correspond to
our final predictions. Further implementation details of our
method are available in the supplementary material.

4. Dataset
Most existing SfP datasets are either small [3,25] or only

provide synthetic images [12, 23]. In addition, their images
are obtained by monocular cameras and cannot be used for
research on stereo polarimetric imaging. While a recent

dataset contains abundant stereo polarization images, it only
provides the ground truth depth and ignores the normal [44].
To solve this problem, we propose a large real-world SfP
dataset with stereo images associated with the ground truth
normal and disparity. Considering that arbitrary illumina-
tion has been proved to limit the quality of polarization sig-
nal [12], we use the controlled illumination (i.e., unpolar-
ized illumination) for data collection. Moreover, the ground
truth shapes of existing real-world SfP datasets [3, 25] are
obtained by an extra 3D scanner, which introduces the re-
projetion operation. By contrast, we propose a more con-
cise acquisition design that can avoid this operation. Table 1
shows the comparison among existing SfP datasets.
Data Composition. Our dataset consists of 2450 pairs of
polarization images. We collect data from more than 50 dif-
ferent objects with various shapes and material categories.
For data diversity, we collect images from different view-
points and different illumination conditions for most ob-
jects. Each image pair is associated with the ground truth
disparity and normal. Moreover, our dataset involves differ-
ent stereo baselines between stereo images. Fig. 4(a) shows
representative image pairs.
System Setup for Image Collection. When capturing
stereo images, we fix a pair of polarization cameras (see
Fig. 4(b)) and calibrate them using a standard calibration
method [48]. To achieve different illumination conditions,
we use an unpolarized light source to illuminate each ob-
ject from a set of random directions. Moreover, to improve
the diversity of illuminations, we use two unpolarized light
sources, i.e., the digital projector and a LED lighting.
Acquisition of Ground Truth Maps. To acquire the
ground-truth normal and disparity maps, we use a stereo
structured-light system. We replace the original grayscale
cameras of this system with our stereo polarization camera
rig (the grayscale information can be extracted from the po-
larization information). Based on this adapted system, we
employ a Gray code-based reconstruction algorithm [30] to
reconstruct the disparity map and point cloud of the object.
Finally, we use the least-squares normal estimation algo-
rithm [36] to calculate the normal map of the reconstructed
point cloud. Each step of our acquisition does not need re-
projection operation mentioned above. Our design ensures
perfect alignment of the input polarization image and the
ground truth normal and disparity.
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Figure 5. Representative accuracy comparisons between various SfP methods for normal recovery. A pair of numbers below each estimated
normal map represents the mean of angular errors and the percentage of pixels with angular errors smaller than 11.25◦.

5. Experiments
We first compare our approach with state-of-the-art SfP

methods that aim at normal recovery in Section 5.1. Con-
sidering that our approach can predict both normal and dis-
parity, we also compare our method with two baselines that
jointly estimate normal and disparity in Section 5.2. In ad-
dition, we conduct ablation studies in Section 5.3. All the
experiments are conducted on our dataset introduced above.
Additional experimental results are available in the supple-
mentary material.

In terms of evaluation criteria, we follow [25] to evaluate
the normal accuracy by the angular error between the esti-
mated and ground truth normals. In addition, we follow [45]
to report the percentage of pixels with angular errors smaller
than specific thresholds (i.e., 11.25◦, 22.5◦, and 30.0◦). To
evaluate the accuracy of disparity map, we follow [47] to
use the absolute errors between the estimated and ground
truth disparities.

5.1. Comparison to SfP Methods

Methods for Comparison. We compare our approach
with four state-of-the-art SfP methods (i.e., Zhu [50],
DeepSfP [3], Fukao [16] and Lei [25]) in terms of nor-
mal recovery accuracy and robustness to light variation. As

Table 2. Accuracy comparisons between various SfP methods for
normal recovery on all the data of our testing set.

Method Angular Error (deg.) Pixel Percentage (%)

Mean Median RMSE 11.25◦ 22.5◦ 30.0◦

Zhu [50] 37.69 34.27 43.01 12.4 31.9 45.7
DeepSfP [3] 24.71 21.43 30.18 23.6 47.4 67.8
Fukao [16] 31.28 27.52 37.15 17.4 39.5 54.3

Lei [25] 22.27 19.32 28.67 28.8 55.9 72.1
Ours 13.22 11.14 17.22 46.2 77.5 90.1

introduced in Section 2, Zhu and Fukao use stereo setup
and numerical optimization strategies. DeepSfP and Lei
are based on monocular setup and deep learning.
Normal Recovery Accuracy. As shown in Table 2 and
Fig. 5, Zhu and Fukao are affected by the stereo match-
ing quality and thus recover noisy normal maps. DeepSfP
shows mistakes in many local areas. While Lei partly al-
leviates the ambiguity problem, it still loses several details.
By contrast, our method achieves the highest accuracy on
all the evaluation metrics and also leads to rich object de-
tails. This result demonstrates that our integration of deep
learning and stereo polarization is effective.
Robustness to Light Variation. To evaluate the robustness
to light variation, we use different illumination conditions
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Figure 6. Representative comparisons regarding robustness to
light variation between various SfP methods. (a) Three different
illumination conditions. (b) Due to limited space, we only report
the results of Fukao, Lei, and our method. Each method corre-
sponds to two columns. The first column shows the recovered
normal maps under different illumination conditions. The second
column shows the error maps. The number below each column
pair represents the mean of variances of angular errors.

Figure 7. Comparisons regarding robustness to light variation be-
tween various SfP methods on our testing set. The horizontal axis
represents different objects.

while keeping the viewing direction unchanged. Accord-
ingly, each pixel is associated with a set of angular errors.
We compute the variance of the error set of each pixel, fol-
lowed by obtaining the mean of these variances. Figs. 6
and 7 show that under different illumination conditions, ex-
isting SfP approaches lead to unstable recovery results (i.e.,
the variance is large) and are sensitive to light variation. By
contrast, the recovery results of our method are stable and
the accuracy remains high despite light variation. The rea-
son is that our network leverages redundant stereo informa-
tion, and also extracts both local and global contexts for
stable estimation.

5.2. Joint Estimation of Disparity and Normal

Methods for Comparison. Recall that our method can re-
cover both normal and disparity maps. To evaluate per-
formance, we compare our method with two well-known
baselines, i.e., Long [28] and Kusupati [24] for joint es-
timation of normal and depth (depth and disparity are ba-
sically equivalent). These methods originally take stereo

Intensity
Image Long [28]† Kusupati [24]† Ours

GT Normal
& Disparity

22.13 deg.
26.7%

20.97 deg.
29.1%

13.12 deg.
45.7%

4.17 pix. 3.88 pix. 1.97 pix.

24.77 deg.
25.3%

20.38 deg.
30.9%

12.69 deg.
46.1%

3.95 pix. 3.81 pix. 2.16 pix.
(a) (b)

Figure 8. Representative comparisons between various methods
for joint estimation of normal and disparity. (a) Intensity images
of recovered objects. (b) The first and third rows show the nor-
mal maps. The second and fourth rows show the disparity maps.
The meanings of numbers below each normal map are the same as
those in Fig. 5. The number below each disparity map represents
the mean of disparity errors. †: the same network inputs as ours.

Table 3. Accuracy comparisons between various methods for joint
estimation of normal and disparity on all the data of our testing
set. †: the same network inputs as ours.

Method Angular Error (deg.) Disparity Error (pix.)

Mean Median Mean Median

Long [28]† 22.34 18.59 3.91 3.02
Kusupati [24]† 19.69 16.11 3.26 2.79

Ours 13.22 11.14 2.11 1.98

intensity images as inputs. For an unbiased comparison, we
replace their inputs with the physical priors we use (see Sec-
tion 3.2). Accordingly, we adjust and retrain their networks
following their original setups.
Accuracy of Normal and Disparity. As shown in Table 3
and Fig. 8, Long and Kusupati lead to relatively unsatis-
factory results. By contrast, our method can achieve the
highest accuracy for both normal and disparity estimation.
The reason is that our network architecture can leverage the
polarization information, and also alleviate the ambiguity
and orthographic projection problems in SfP.

5.3. Ablation Study

In this section, we conduct ablation studies regarding our
network inputs, SCMP module, and VDPE design.
Network Inputs. Recall that we take AoLP&DoLP and
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Table 4. Ablation study regarding different network inputs on all
the data of our testing set.

Network Inputs Angular Error (deg.) Disparity Error (pix.)

Mean Median Mean Median

Intensity images 33.25 30.61 7.23 6.15
Raw polarization 19.65 16.94 5.19 4.78

AoLP&DoLP 16.51 12.86 4.23 3.97
Stokes maps 17.13 15.25 3.69 3.12

Inputs as DeepSfP [3] 16.12 14.37 4.05 3.68
Original (AoLP&DoLP and

Stokes maps) 13.22 11.14 2.11 1.98

Table 5. Ablation study regarding SCMP module on all the data of
our testing set.

Network Design Angular Error (deg.) Disparity Error (pix.)

Mean Median Mean Median

Without any SCMP 22.13 18.93 3.62 3.11
Without first SCMP 16.21 14.77 2.91 2.49

Without second SCMP 15.23 14.16 2.58 2.17
Original (with both SCMPs) 13.22 11.14 2.11 1.98

Stokes maps as the network inputs (see Section 3.2). We
replace these inputs with 1) intensity images, 2) raw po-
larization images, 3) AoLP&DoLP, 4) Stokes maps, and 5)
inputs as DeepSfP, respectively. Table 4 shows that our
network with original inputs leads to the highest recovery
accuracy on both normal and disparity. The reason is that
AoLP&DoLP and Stokes maps complement each other and
facilitate the usage of polarization cues for our network.
SCMP Module. Recall that we embed two SCMP modules
in our network for coarse-to-fine feature refinement to solve
the ambiguity problem (see Section 3.3). In this study, we
compare our strategy with the simplified designs: 1) with-
out any SCMP module, 2) without the first SCMP module,
3) without the second SCMP module. Table 5 shows that
with only one SCMP module (regardless of the first or sec-
ond one), the network can still achieve improvement in nor-
mal recovery accuracy, which proves the effectiveness of
SCMP. In addition, the effect of the first module is more
obvious. By contrast, our original design achieves the high-
est accuracy, demonstrating the effectiveness of our feature
refinement strategy.
VDPE Design. Recall that we use the VDPE design in
our network to handle the non-orthographic projection (see
Section 3.4). In this study, we compare our design with
the other encoding strategies: 1) classical position en-
coding methods based on Absolute Positional Embedding
(APE) [43] or Relative Positional Embedding (RPE) [38],
2) viewing encoding (VE) of Lei [25]. Table 6 shows that
compared with APE and RPE, both VE and our VDPE show
improvement since they introduce the viewing directions
and enable the networks to handle the non-orthographic

Intensity Image RPE [38] VE [25] VDPE

16.73 deg., 33.9% 14.87 deg., 43.7% 11.37 deg., 50.1%

Figure 9. Representative ablation study regarding VDPE design.
The meanings of numbers below each normal map are the same as
those in Fig. 5. The second row shows the error maps correspond-
ing to the normal maps.

Table 6. Ablation study regarding VDPE design on all the data of
our testing set.

Encoding Strategy Angular Error (deg.) Disparity Error (pix.)

Mean Median Mean Median

APE [43] 17.68 15.63 3.15 2.81
RPE [38] 16.43 14.79 3.11 2.56
VE [25] 15.89 14.17 2.93 2.42

Original (VDPE) 13.22 11.14 2.11 1.98

projection. Moreover, the proposed VDPE design is more
accurate than VE. Fig. 9 shows that RPE and VE both suf-
fer from the non-orthographic projection problem and show
higher errors on the area far from the image center. By con-
trast, our VDPE design avoids this problem and achieves
better recovery results. The reason is that our design treats
the viewing directions as part of the positional encoding in
Transformer, which enhances the usage of viewing direc-
tions by global attention.

6. Conclusions

In this paper, we propose the first approach that com-
bines stereo polarimetric imaging and deep learning to re-
cover accurate normal and disparity. We design a mask pre-
diction module to solve the ambiguity problem based on
the shape consistency between normal and disparity. In ad-
dition, we propose a novel positional encoding method to
solve the orthographic projection problem. Moreover, we
establish a large real-world dataset for stereo SfP problem.
Experiments on the proposed dataset demonstrate that our
method outperforms existing SfP methods in terms of accu-
racy and robustness to light variation.
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