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Abstract

Exposure correction task aims to correct the underexposure and its adverse overexposure images to the normal exposure in a single network. As well recognized, the optimization flow is the opposite. Despite great advancement, existing exposure correction methods are usually trained with a mini-batch of both underexposure and overexposure mixed samples and have not explored the relationship between them to solve the optimization inconsistency.

In this paper, we introduce a new perspective to conjunct their optimization processes by correlating and constraining the relationship of correction procedure in a mini-batch. The core designs of our framework consist of two steps: 1) formulating the exposure relationship of samples across the batch dimension via a context-irrelevant pretext task. 2) delivering the above sample relationship design as the regularization term within the loss function to promote optimization consistency. The proposed sample relationship design as a general term can be easily integrated into existing exposure correction methods without any computational burden in inference time. Extensive experiments over multiple representative exposure correction benchmarks demonstrate consistent performance gains by introducing our sample relationship design.

1. Introduction

The images captured under non-ideal illumination conditions, i.e., underexposure or overexposure scenes, usually suffer from unpleasant visual effects and thus count against the down-streaming vision tasks. To this end, exposure correction techniques have been developed, which aim to correct both underexposure and overexposure images to the normal exposure automatically. It is recognized that a single algorithm is challenging to take for exposure correction since the mapping flows of correcting underexposure and overexposure are quite different [12].

Recent years have witnessed explosive advancement only on the single underexposure correction, including conventional methods that rely on manually designed strategies [2, 8, 10, 20, 28, 31], and deep-learning-driven methods that account for the powerful learning capability of complicated neural networks [32–34, 39], where deep-learning methods have achieved improvement in restoring corruptions [25, 35–37]. Seldom efforts have been devoted to both underexposure and overexposure scenes within a single algorithm for meeting the practical application. Very recently, some promising works [1, 12, 14, 24] attempt to solve the above issue. Both of them follow the common principle of alleviating the optimization process inconsistency by conjugating their exposure representations in spatial domain [12, 14, 24, 29] or in frequency transform domain [13].

In fact, most above exposure correction approaches are trained with a mini-batch that contains both underexposure and overexposure mixed samples (see Fig. 1). Within the mini-batch, the optimization process of a single network is the opposite. On the other hand, correlating the relationship of samples across the mini-batch could conjunct their optimization processes [11]. Therefore, by constraining the relationship across the batch dimension, the adverse effect of opposite optimization in the mini-batch could be relieved.

To this end, in this paper, we introduce a new perspective that conjuncts the optimization processes across the batch dimension via sample relationship learning and further improves the optimization processes of exposure correction. To achieve this, we construct an exposure-relationship learning (ERL) framework consisting of two steps (see Fig. 2). In the first step (see Fig. 3), we devise a batch-correlation module (BCM) that captures the relationship of samples across the batch dimension. To enable such a relationship focusing on the exposure-related representations, we train BCM via a pretext task that excludes context information correlation. Then, in the second step (see Fig. 4), we deliver the above sample relationship as the additional training regularization term within the loss function of exposure correction algorithms, where the relationship of corrected results is optimized on the trained BCM. In this way, the optimization processes within a mini-batch...
are conjunct and the adverse effect of inconsistency optimization can be reduced.

Our proposed ERL framework is general and could be integrated with existing exposure correction approaches. The above sample relationship regularization is only adopted during the training procedure and does not introduce any computation burden in inference time. Extensive experiments on exposure correction datasets demonstrate consistent gains by applying our ERL framework. Moreover, it can also be extended to the mixed image enhancement task, demonstrating the extensive capability of our method.

We summarize the main contributions of this work as:

- This work is the first time to solve inconsistency optimization of exposure correction from a new perspective of batch dimension. By exploring the relationship of samples within a mini-batch, their optimization processes are conjunct to relieve the adverse inconsistency optimization effect.

- We propose an exposure relationship learning (ERL) framework to correlate and constrain the relationship of corrected samples across the mini-batch. The learned sample relationship acts as an additional regularization term within the loss function to assist the model optimization.

- Our ERL framework is general and can be integrated into the existing exposure correction methods without introducing any computation burden during inference.

- Extensive experiments over multiple exposure correction datasets demonstrate consistent performance gains by introducing our sample relationship learning mechanism.

2. Related Work

2.1. Conventional Methods

In the past decades, various methods have been proposed for correcting the exposure of images with poor illumination. Conventional works mainly rely on manually designed models and strategies. A line of work is based on histogram-based techniques [2,3,15,16], which improve the lightness and contrast of an improper exposure image. While another line of work is based on Retinex theory [18], which decomposes an image into the reflectance component and the illumination component. By enhancing the illumination component that improves the lightness, while regularizing the reflectance component that suppresses the noises, these methods have achieved prominent effect for exposure correction [8,10,20,30].

2.2. Learning-based Methods

In recent years, deep-learning-based methods have attracted more attention [41–44] which is also adopted for adjusting images with poor illumination, which are learned to correct exposures in a data-driven manner. Some of these approaches are also based on the Retinex theory [30,32,33,38,39]. As a representative, RetinexNet [32] and KIND [39] decompose an image into illumination and reflectance components, which enhances the illumination and the reflectance components to approach corresponding components of ground truth. Alternatively, another kind of components decomposed method is designed to divide the representation into different frequency bands and then enhance them progressively [21,27,34], such as DRBN [34]. Additionally, a few methods are also developed based on a self-supervised manner [9,22,23,40]. For instance, Zero-DCE [9] formulates exposure adjustment as a task of image-specific curve estimation with a deep network. However, most of these methods are not dedicated to correcting various exposures, limiting their wide-range applications under various light conditions.

More recently, a few works have been developed for correcting both underexposure and overexposure images. This is challenging since the optimization flows of underexposure and overexposure correction are opposite. As a pioneer work, MSEC [1] proposes to correct varieties of exposures with a Laplacian pyramid architecture, which restores lightness and details in a coarse-to-fine manner. To ease the correction of wide-range exposures with inconsistency optimization flows, Huang et al. proposed to narrow the distribution of exposure representation with exposure normalization [12]. Similarly, CMEC [24] proposes to map different exposures to an exposure-invariant space with the assistance of a transformer for exposure correction, while ECLNet [14] derives exposure-consistency representations with the bilateral activation mechanism to as-
exist exposure correction. To solve this problem in other viewpoints, Wang et al. proposed a local color distribution operator for exposure correction to meet the problem of non-uniform illumination problem [29], while FECNet [13] corrects lightness and structures progressively in a Fourier-based perspective. Although these algorithms have definitely achieved remarkable progress, there remains room for improving the optimization process across the batch dimension that contains both underexposure and overexposure corrections. In this work, we introduce a new perspective that explores the sample relationships within a mini-batch to conjunct their optimization processes, which reduces the adverse effect of opposite optimization flows.

3. Method

In this section, we first present an overview of the exposure relationship learning framework. We then introduce the proposed BCM in detail via its pretext task learning that captures sample relationships. Finally, we detail the above sample relationship as the regularization term to train exposure correction approaches.

3.1. Motivation and Overview

Given images with incorrect exposure settings, the exposure correction task aims to correct underexposure and its adverse overexposure images to normal exposure in a single network. Previous works are usually trained with a mini-batch containing both underexposure and overexposure samples, which enables the network to learn to correct various exposures simultaneously. However, the large discrepancies between underexposure and overexposure corrections would inevitably lead to opposite optimization flows across the batch dimension. As depicted in Fig. 1, the underexposure and overexposure corrected results across the mini-batch are optimized oppositely. Such a large inconsistency optimization leads to a sub-optimal optimization process, which has rarely been explored for exposure correction.

To this end, we start a new perspective for exposure correction that conjuncts the optimization of samples within a mini-batch to reduce the adverse effect of inconsistency optimization, which is built upon learning the sample relationship [11]. To achieve this, we correlate and constrain the relationship of correction procedures on the corrected results and design an ERL framework with a two-step mechanism (see Fig. 2). In the first step, it correlates the exposure relationship of samples within a mini-batch by employing the BCM. To exclude the influence of context information on the relationship, the BCM is trained with a context-irrelevant pretext task. While in the second step, the above sample relationship built upon BCM acts as an additional regularization term within the loss function of exposure correction methods, which constrains the relationship of samples. In this way, their optimization processes across the batch dimension are conjunct during training, and it would not introduce any computation burden in inference time.

3.2. Sample Relationship Correlation

As the first step of the ERL framework, we propose to correlate the sample relationship across the batch dimension, which is implemented by BCM via a context-irrelevant task.

**Batch-correlation module (BCM).** We design the BCM to capture the sample relationship in feature space. Its architecture is shown in Fig. 3, which consists of a feature encoder \( f_e \) with several CNN-based layers, and a sample relationship part with a transformer encoder \( t_e \). In addition, the decoder \( f_d \) consists of several CNN-based layers are set to follow the transformer encoder that reconstructs the input image, which assists the training of BCM (see Sec. 3.3).

We then describe the workflow of BCM that captures sample relationships as follows. Let \( I \in \mathbb{R}^{B \times 3 \times H \times W} \) denote a sequence of input images in a mini-batch, where \( B \) indicates the length of the sequence, and \( H \) and \( W \) are the spatial dimensions. The CNN-based encoder \( f_e \) first extracts feature from images as \( F \in \mathbb{R}^{B \times C \times H \times W} \), where \( C \) is the channel dimension. Then these features are resized to the resolution of \( 16 \times 16 \), which can filter out most content-relevant information since low-resolution contains less content. After that, these features are reshaped to the dimension of \( R^{B \times C'} \) that transfers the dimension of the feature as \( C' \). Finally, we correlate the relationship of these features in the batch dimension with the transformer encoder \( t_e \), and obtain the features \( F' \in \mathbb{R}^{B \times C'} \) that are correlated across the batch dimension. The whole above process is expressed as:

\[
F' = t_e(f_e(I))
\]
where the resize and reshape operations are omitted here.

We further detail how the transformer encoder \( t_e \) explores the sample relationship across the batch dimension. Transformer usually contains a multihead self-attention layer that models the relationship of spatial and channel dimensions [7]. By transposing the feature into the dimension that the transformer layer can operate on the batch dimension, the self-attention mechanism of the multi-head self-attention layer could cross attention samples in a mini-batch, thus correlating their relationships.

**Train the BCM via a context-irrelevant task.** In preliminary, the encoder and decoder parts of the BCM are first trained in a self-reconstruction manner that can reconstruct input images of themselves, then these parts are fixed and a transformer encoder \( t_e \) is incorporated between them to construct BCM. Thus, when training BCM, only the transformer encoder \( t_e \) is trained to learn the sample relationship.

Since the optimization processes of the correction are mainly affected by the exposure condition, we hope the sample relationship learning correlates more with exposure-related components. To this end, the context relationship across the batch dimension should not be focused, and we now need to construct a pretext task that trains BCM to exclude the influences of context relationships.

As shown in Fig. 3, we train a context-irrelevant pretext task on the BCM via a self-reconstruction manner. For a sample correlating with other samples, it is hard to reconstruct itself since the information of other samples is introduced. Therefore, we construct the pretext task to reconstruct content-related information, which suppresses the correlation of the content component, thus driving the content-irrelevant information to be more correlated across the mini-batch. Specifically, a mini-batch containing normal exposure samples \( I \in \mathbb{R}^{B \times 3 \times H \times W} \) are sent to the BCM, which are substantially derived correlated feature \( F' \) as depicted in Eq. 1. Then \( F' \) are reshaped and resized to the dimension of \( F' \in \mathbb{R}^{B \times C \times H' \times W'} \), which are further fused with \( F \). Finally, the decoder \( f_d \) reconstructs the integrated features to the image space as \( I_{rec} \). This procedure is expressed as:

\[
I' = f_d(W(cat([F, F'])),
\]

where \( W \) denotes the \( 1 \times 1 \) convolution operation, and \([\cdot]\) means the concatenate operation.

We then introduce a phase component constraint as the learning objective of the BCM. Based on FECNet [13], the amplitude component reflects the exposure-related information, while the phase component corresponds to content information. Therefore, we construct the learning objective \( \mathcal{L}_{pre} \) to constrain the phase component of the reconstructed images \( I' \) to be closed with that of the input images \( I \):

\[
\mathcal{L}_{pre} = ||P(F(I)) - P(F(I'))||_1,
\]

where || \cdot ||_1 denotes the mean absolutely error, \( P \) is the Fourier transform operation, and \( P(\cdot) \) represents getting the phase component. Based on this regularization, the BCM reduces the content information correlation across the mini-batch which would put a negative effect on content reconstruction, thus leading to BCM focusing more on correlating exposure-related information.

### 3.3. Sample Relationship Constraining

**Deliver the sample relationship as regularization.** After correlating the sample relationship across batch dimensions, we further deliver the sample relationship as an additional regularization term that conjuncts the optimization within a mini-batch. For implementation, when training the exposure correction network, we constrain the relationship

---

**Figure 3.** The illustration of our proposed BCM, which correlates the exposure relationship of samples across the batch dimension. Specifically, it consists of an encoder part \( f_e \) that extracts features and a decoder part \( f_d \) that reconstructs the image, both of which have been trained in a self-reconstruction manner. We then apply a transformer encoder \( t_e \) between the encoder and decoder parts to explore the sample relationship. Furthermore, we train the BCM with a pretext task that reconstructs the content-related phase information, leading to it focusing more on correlating exposure-related information.
of the corrected samples to be closed to that of the ground truth.

Specifically, we employ the trained BCM to construct the sample relationship within a mini-batch, where we discard its decoder part and deploy the correlated feature \( F' \) as the sample relationships representation. To this end, we apply the sample relationship regularization on the \( F' \) during the training of exposure correction, and its learning objective \( \mathcal{L}_r \) is expressed as:

\[
\mathcal{L}_r = \| F'_{res} - F'_{gt} \|_1
\]

(4)

where \( F'_{res} \) and \( F'_{gt} \) denote the sample relationships representation of corrected results and ground truth, respectively.

**Integrate the above regularization term to existing methods.** The above sample relationship regularization term is general and could be plugged into the training paradigm of existing exposure correction algorithms as an additional optimization objective. As shown in Fig. 4, the total learning objective for training existing exposure correction method is the combination of the conventional loss \( \mathcal{L}_c \) and the relationship regularization term \( \mathcal{L}_r \):

\[
\mathcal{L} = \mathcal{L}_c + \alpha \mathcal{L}_r
\]

(5)

where \( \alpha \) is the weight factor and we set it to 0.1 empirically, and the selection of \( \alpha \) will be discussed in the ablation study. The conventional loss denotes the original loss function employed in these exposure correction methods.

### 3.4. Discussion

To better understand how the proposed ERL framework conjunct the optimization processes by modeling sample relationships across the batch dimension, we provide an intuitive explanation as demonstrated in Fig. 5. Given the corrected results \( X(X = X_1, ..., X_i, ..., X_N) \) and their corresponding ground truth \( Y(Y = Y_1, ..., Y_j, ..., Y_N) \) in a mini-batch, when the network is only optimized with the conventional loss, the sample \( X_i \) is only optimized to approach the corresponding ground truth \( Y_i \), and their optimization flows are separated and often opposite in exposure correction.

While with the employ of sample relationship constraining, the corrected result \( X_i \) are further constrained to other corrected results \( X_j \) (where \( j \neq i \)) in a mini-batch, which drives their relationships to be close to those of \( Y_i \) and \( Y_j \) (where \( j \neq i \)). To this end, the optimization flow of \( X_i \) is also affected by other samples, which could lead to a more consistent exposure correction effect across the mini-batch.

In CMEC [24], it models consistency learning of different exposures that regularize the underexposure and overexposure representations to be similar in the network. Similarly, we consider our sample relationship regularization is another form of consistency learning, and it implicitly regularizes the results’ exposure representation to be correlated and constrained in a mini-batch.

### 4. Experiments

#### 4.1. Experimental Settings

**Datasets.** To evaluate the performance of our proposed method, we conduct experiments on two representative datasets, including the MSEC dataset proposed in [1] and SICE dataset [5] proposed in [6]. The MSEC dataset is rendered from the MIT-Adobe FiveK dataset [4], consisting of five exposure levels, where its retouched version by experts of middle exposure is set as ground truth. Finally, it consists of 17675 images for training, 750 images for validation, and 5905 images for testing. While for the SICE dataset, the middle exposure subset of this dataset is selected as the ground truth, and the second and last second exposure subsets are set as the underexposed and overexposed images, respectively. Finally, the SICE dataset contains 512 images for training and 30 images for testing.


Implementation details. We implement our proposed model with PyTorch on a single NVIDIA GTX 3090 GPU. Firstly, we train the BCM on the normal exposure images for 100 epochs that captures the exposure sample relationship. Then, to couple the above sample relationship as additional regularization of existing methods, we select several methods as equipped methods, including DRBN [34], DRBN-ENC-4 [12], ECLNet [14] and FECNet [13]. After the integration, we add + between their names and ERL to denote the improved method (such as DRBN+ERL).

During training, we employ an Adam optimizer with \( \beta_1 = 0.9, \beta_2 = 0.99 \) to update the model. We set the training settings following the original settings of the above-equipped methods, including the update of the learning rate, the number of training epochs, and the patch size. All of the loss functions for exposure correction are optimized in an end-to-end manner. During the evaluation, we implement Peak Signal-to-Noise Ratio (PSNR) and Structural Similarity Index (SSIM) for numerical evaluation.

4.2. Comparison with State-of-the-Art Methods

To evaluate the performance with existing exposure correction methods, several methods are adopted as a comparison, including two traditional methods HE [26] and CLAHE [28]. Additionally, several deep-learning-based methods are involved as well, including RetinexNet [32], DPE [17], SID [6], KinD [39], DRBN [34], URetinexNet [33], Zero-DCE [9], Zero-DCE++ [19], RUAS [22] and SCI [23]. We further include several specific approaches for exposure correction: MSEC [1], CIMEC [24], SID-ENC [12], DRBN-ENC [12], ECLNet [14], LCDPNet [29] and FECNet [13].

Quantitative results. The quantitative results are shown in Table 1. For the MSEC dataset, following MSEC, we average the results of the exposures of the first two levels and the remaining levels of exposure as underexposure and overexposure results, respectively. As can be observed, recently proposed exposure correction approaches (such as FECNet and ECLNet) achieve excellent performance on the two datasets. With the incorporation of the ERL framework, their overall quantitative results are further improved on most subsets and metrics. It substantiates the effectiveness and flexibility of our proposed sample relationship regularization. Note that the introducing of our sample relationship regularization would not increase parameters or computation costs. In addition, the effectiveness of our framework can also be verified to improve the performance during the training procedure as shown in Fig. 7. As can be seen, our ERL framework improves performance during most training time with higher PSNR, demonstrating it improves optimization processes and thus lead to better performance.

Qualitative results. We provide visual comparisons on the MSEC dataset in Fig. 6, and visual comparisons on the SICE dataset in Fig. 8, respectively. As can be seen, with the employ of the sample relationship regularization term, the global lightness or local structures and details of the en-
enhanced results are further improved. Therefore, these results prove our method could improve existing methods to generate better visual results. We provide more visual results in the supplementary materials.

### 4.3. Ablation Studies

We conduct ablation studies on the SICE dataset to further investigate the effectiveness of our proposed sample relationship modeling under different configurations, and we set the baseline as training the exposure correction method ECLNet on its original settings.

**Investigation of the BCM.** To validate the effectiveness of the BCM design, we perform ablations with different configurations of the BCM and present the results in Table 2. As can be seen, without the employ of the pretext task (which means the $t_e$ in the BCM is randomly initialized) or training the pretext task using pixel $L_1$ loss, the performance can also be improved compared with the baseline. This demonstrates that the sample relationship regularization mechanism itself is effective for improving performance, while the designing of our pretext task can further elevate the exposure correction effect.

**Investigation of weight coefficient.** To investigate the influences of the weight coefficient $\alpha$ on sample relationship regularization term, we perform experiment experiments with setting different coefficients $\alpha$. As shown in Fig. 9 (a), larger $\alpha$ could lead to a slight performance decrease. Overall, the performance remains stable and is robust to the weight coefficient changes.

**Investigation of batch size.** We perform ablation studies to investigate the batch size of sample relationship regularization for optimizing exposure correction in Fig. 9 (b). The results show that setting the batch size of 4 improves more performance than other settings, while a larger batch size can not improve performance significantly. This may be caused by the sample relationship of large batch size being hard to optimize due to the high variance.

### 4.4. Extension on the Mixed Enhancement Task

To further demonstrate the extensive ability of our method, we further train and test the method on an image.
mixed enhancement task containing different enhancement tasks, where the optimization flows of them are quite different. Specifically, we blend the LOL dataset [32] designed for low-light enhancement, MIT-FiveK dataset [4] collected for image retouching, and the overexposure subset from the SICE dataset to build a Task-mix dataset. As shown in Table 3, with the equipped with our sample relationship regulariza-

5. Conclusion

In this paper, for the first time, we explore the sample relationship within a mini-batch to meet the optimization inconsistency problem of exposure correction. Thus, we introduce a framework that conjunct the optimization process of exposure correction with two steps. The first step correlates the exposure relationship of samples via a context-irrelevant pretext task, while the second step constrains the relationship of corrected results by delivering the above sample relationship as a regularization term within the loss function. Our sample relationship design is compatible with existing exposure correction approaches that serve as a general regularization term. Extensive experiments demonstrate our framework consistently boosts representative methods’ performance on exposure correction datasets. Although the performance improvement is not very significant in some cases, we hope our approach would shed light on investigating the sample relationship for improving the performance of low-level vision problems in the future.
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