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Abstract

Recent self-supervised methods are mainly designed for representation learning with the base model, e.g., ResNets or ViTs. They cannot be easily transferred to DETR, with task-specific Transformer modules. In this work, we present Siamese DETR, a Siamese self-supervised pretraining approach for the Transformer architecture in DETR. We consider learning view-invariant and detection-oriented representations simultaneously through two complementary tasks, i.e., localization and discrimination, in a novel multi-view learning framework. Two self-supervised pretext tasks are designed: (i) Multi-View Region Detection aims at learning to localize regions-of-interest between augmented views of the input, and (ii) Multi-View Semantic Discrimination attempts to improve object-level discrimination for each region. The proposed Siamese DETR achieves state-of-the-art transfer performance on COCO and PASCAL VOC detection using different DETR variants in all setups. Code is available at https://github.com/Zx55/SiameseDETR.

1. Introduction

Object detection with Transformers (DETR) \cite{carion2020end} combines convolutional neural networks (CNNs) and Transformer-based encoder-decoders, viewing object detection as an end-to-end set prediction problem. Despite its impressive performance, DETR and its variants still rely on large-scale, high-quality training data. It generally requires huge cost and effort to collect such massive well-annotated datasets, which can be prohibited in some privacy-sensitive applications such as medical imaging and video surveillance.

Recent progress in multi-view self-supervised representation learning \cite{carion2019end, chen2020simple, zhou2021developing, zhou2021modeling, li2020intriguing, li2021bridging} can potentially alleviate the appetite for labeled data in training DETR for object detection. However, these self-supervised learning approaches mainly focus on learning generalizable representations with base models, such as ResNets \cite{he2016deep} and ViTs \cite{dosovitskiy2020image}. It is unclear how these approaches can be effectively extended to DETR with task-specific Transformers modules that are tailored for end-to-end object detection.

Designing self-supervised pretext tasks for pretraining the Transformers in DETR is a challenging and practical problem, demanding representations that could benefit object detection, beyond just learning generic representation. Several attempts have been made to address this issue. For example, UP-DETR \cite{chen2021unsupervised} introduces an unsupervised pretext task based on random query patch detection, predicting bounding boxes of randomly-cropped query patches in the
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\caption{Comparison between single-view and multi-view detection pretraining for DETR. (a) The single-view framework, e.g., UP-DETR \cite{chen2021unsupervised} and DETRReg \cite{carion2020end}, perform self-supervised representation learning using unsupervised objectives generated on the single view, e.g., random patches (UP-DETR) or pseudo labels (DETRReg), leading to a small information gain during pretraining. (b) The proposed multi-view Siamese DETR for DETR pretraining. Here, $b$ and $\hat{b}$ denote box and semantic predictions. $q$, $k$ and $v$ denote query, key and value in DETR, respectively.}
\end{figure}
given image. Recent DETReg [1] employs a pre-trained SwAV [5] and offline Selective Search proposals [28] to provide pseudo labels for DETR pertaining. In general, both UP-DETR and DETReg follow a single-view pretraining paradigm (see Figure 1 (a)), without exploring the ability of learning view-invariant representations demonstrated in existing multi-view self-supervised approaches.

In this work, we are interested in investigating the effectiveness of multi-view self-supervised learning for DETR pre-training. Different from conventional multi-view framework [5, 6, 15], we combine the Siamese network with the cross-attention mechanism in DETR, presenting a Siamese self-supervised pretraining approach, named Siamese DETR, with two proposed self-supervised pretext tasks dedicated to view-invariant detection pretraining. Specifically, given each unlabeled image, we follow [4, 31] to obtain the offline object proposals and generate two augmented views guided by Intersection over Union (IoU) thresholds. As illustrated in Figure 1 (b), by directly locating the query regions between augmented views and maximizing the discriminative information at both global and regional levels, Siamese DETR can learn view-invariant representations with localization and discrimination that are aligned with downstream object detection tasks during pretraining. Our contributions can be summarized as below:

- We propose a novel Siamese self-supervised approach for the Transformers in DETR, which jointly learns view-invariant representations with discrimination and localization. In particular, we contribute two new designs of self-supervised pretext tasks specialized for multi-view detection pretraining.
- Without bells and whistles, Siamese DETR outperforms UP-DETR [9] and DETReg [1] with multiple DETR variants, such as Conditional [26] and Deformable [38] DETR, on the COCO and PASCAL VOC benchmarks, demonstrating the effectiveness and versatility of our designs.

2. Related Work

**Object Detection with Transformers.** DETR [3] integrates CNNs with Transformers [29], effectively eliminating the need for hand-crafted components, such as rule-based training target assignment, anchor generation, and non-maximum suppression. Several recent DETR variants [13, 20, 26, 35, 38] have been proposed to improve the attention mechanism and bipartite matching in Transformers. For example, [38] only attend to a small set of key sampling points around a reference for faster convergence. [26] learn a conditional spatial query from the decoder embedding for decoder multi-head cross-attention. [20] introduce a denoising pipeline to reduce the difficulty of bipartite matching.

In contrast, we explore another paradigm to improve the representations of Transformers for DETR via self-supervised pretraining. [9] design a pretext task based on random query patch detection. [1] train DETR using pseudo labels generated by pretrained SwAV [5] and offline proposals [28]. While similarly following the existing pre-train and fine-tune paradigm, our work significantly differs from UP-DETR and DETReg. To our knowledge, we make the first attempt to combine the Siamese network with a cross-attention mechanism in DETR, enabling the model to learn view-invariant localizing ability during pretraining.

**Self-supervised Pretraining.** One of the main approaches for self-supervised learning is to compare different augmented views of the same data instances in the representation space. Some notable studies include that by [6], which presents a simple framework by removing the requirements of specialized architectures or memory banks. [15] employ a momentum encoder with a dynamic dictionary look-up and retrieve more negative samples by using large dictionary sizes. [8] explore simple Siamese networks to learn meaningful representations with positive pairs only. [4] enforce consistency between cluster assignments produced for different augmentations of the same image. In addition, several attempts [18, 30–32, 36] have been made to learn detection-oriented representations directly using intrinsic cues, such as mask predictions [18, 36], offline region proposals [31, 33], and joint global-local partitions [30, 32]. While different in the specific learning strategies, all these works focus on learning discriminative representations for base models, which are insufficient for transfer learning in DETR. In addition, the pretext tasks in these methods cannot be directly applied to the Transformers in DETR.

**Siamese Networks.** Siamese networks [2] are weight-sharing neural networks and usually take two inputs for comparison, which are widely adopted in many applications, such as face verification [27], person re-identification [37], one-shot learning [19] and semi-supervise learning [24, 34]. Recent advances in self-supervised learning [6–8, 14] are also built upon Siamese networks, motivating us to explore the Siamese architecture for pretraining the Transformers in DETR.

3. Siamese DETR

An overview of our Siamese DETR architecture is presented in Figure 2, which illustrates the main pipeline of our multi-view detection pretraining. We first revisit the DETR in Section 3.1. We then describe the view construction algorithm in Section 3.2 and the multi-view pretraining paradigm of Siamese DETR in Section 3.3, powered by two specially designed self-supervised pretext tasks for learning to detect objects.
3.1. Revisiting DETR

A typical DETR model consists of two modules: (i) a backbone model, i.e., CNNs, for feature extraction, (ii) Transformers with encoder-decoders architecture for set prediction, built by stacking multi-head attentions [29]. The backbone model extracts the image-level features $h = \text{Backbone}(x)$ for a given image $x \in \mathbb{R}^{3 \times H_0 \times W_0}$. Then, the Transformer encoder takes $h$ as inputs, encoding the image features as global context $c \in \mathbb{R}^{C \times H_1 \times W_1}$:

$$c = \text{Encoder}(h).$$

Note that we omit the positional embedding $\phi_p$ in the description for clarity. The cross-attention mechanism is a general form of multi-head attention (MHA) in the Transformer decoder, which calculates the weighted sum $\hat{q} \in \mathbb{R}^{N \times C}$ between the flattened global context $c \in \mathbb{R}^{H_1 \times W_1 \times C}$ and $N$ object queries $\phi_q \in \mathbb{R}^{N \times C}$ for further box and categorical prediction.

$$\hat{q} = \text{CrossAtten}(c, \phi_q) = \text{MHA}(q, k, v)$$
$$= \sum \text{Softmax} \left( \frac{q^T k}{\sqrt{d_k}} \right) v.$$  

The attention weights and summations are obtained by the query $q$, key $k$, and value $v$, which are the linear mapping of the context $c$ and the object queries $\phi_q$:

$$q = f_q(\phi_q); \quad k = f_k(c); \quad v = f_v(c).$$

Here $f_q, f_k, f_v$ denote the projection for query, key and value in the cross-attention module.

In this work, we aim to pre-train the Transformers of DETR in a self-supervised way, extending the boundary of existing self-supervised pretraining. Motivated by recent advances [6–8, 14], we propose Siamese DETR, a Siamese multi-view self-supervised framework designed for Transformers in DETR, in which the model parameters and the learnable object queries in two DETRs are all shared. Following UP-DETR [9], Siamese DETR aims at learning representations with Transformers in self-supervised pretraining while keeping the backbone model frozen.

3.2. View Construction

We start with generating two views $\{x_1, x_2\}$ for each unlabeled image $x$, allowing the model to learn view-invariant object-level representations in self-supervised detection pretraining. As illustrated in Figure 3, we introduce an IoU-constrained policy to balance the shared information between two views. First, we generate a random rectangle within the image, which covers most content (50% to 100%). Then the center point of the rectangle is used as the anchor to create two sub-rectangles. By randomly expanding the sub-rectangles along the diagonal, we obtain two rectangles with the IoU larger than a threshold $\tau = 0.5$. Two rectangles are cropped from the image as the final two views $\{x_1, x_2\}$. We further apply independently sampled transformations on two views $\{x_1, x_2\}$ following the augmentation pipeline in [8]. We also apply a box jitter processing following [31] to encourage variance of scales and locations of object proposals across views.

The two augmented views $\{x_1, x_2\}$ are visually distinct but share adequate semantic content. Following [1, 31], we generate offline object proposals $b$ using unsupervised EdgeBoxes [39] in the overlapping area between the two views and randomly select $n = 10$ corresponding object
proposals in two views \( \{ b_1, b_2 \} \) from \( b \). These object proposals can provide proper objectness priors to learn object-level representations during pretraining.

### 3.3. Multi-view Detection Pretraining

Given a region extracted from one view, we train the model for answering two questions: (1) where is the corresponding region in another view? (2) what is the region, i.e., does it semantically similar? In the following, we describe two pretext tasks designed in Siamese DETR: (1) learning to locate by Multi-View Region Detection and (2) learning to discriminate by Multi-View Semantic Discrimination.

**Preparation.** We take the augmented views \( \{ x_1, x_2 \} \) as inputs to the backbone model to obtain the image-level features: \( \{ h_1, h_2 \} = \text{Backbone}(\{ x_1, x_2 \}) \). Then, the object-level region features \( \{ z_1, z_2 \} \) are extracted from the image-level features \( \{ h_1, h_2 \} \) based on each object proposal \( \{ b_1, b_2 \} \) using RoIAlign [16]:

\[
\begin{align*}
  z_1 &= \text{RoIAlign}(h_1, b_1); \\
  z_2 &= \text{RoIAlign}(h_2, b_2).
\end{align*}
\]  

(4)

We also obtain the corresponding crop-level region features \( \{ p_1, p_2 \} \in \mathbb{R}^{C \times H_i \times W_i} \) by first cropping from the augmented views and then extracting:

\[
\begin{align*}
  p_1 &= \text{Backbone}(\text{Crop}(x_1, b_1)); \\
  p_2 &= \text{Backbone}(\text{Crop}(x_2, b_2)).
\end{align*}
\]  

(5)

By default, both \( \{ z_1, z_2 \} \) and \( \{ p_1, p_2 \} \) are processed with global average pooling before further usage. Only the forward pass is involved in preparations, as we focus on pretraining the Transformers.

**Multi-View Cross-Attention.** We propose a Multi-View Cross-Attention (MVCA) mechanism that extends the cross-attention module in DETR for multi-view representation learning. With the introduced notions for two views \( \{(c_1, z_1, p_1, b_1), (c_2, z_2, p_2, b_2)\} \), we formulate the cross-attention from view \( x_1 \) to view \( x_2 \) as follows:

\[
\hat{q}_2 = \text{MVCA}(c_2, \phi, z_1) = \text{MHA}(q_1, k_2, v_2),
\]  

(6)

where the query \( q_1 \), key \( k_2 \) and value \( v_2 \) are given by:

\[
q_1 = f_q(z_1 + \phi_q); \quad k_2 = f_k(c_2); \quad v_2 = f_v(c_2).
\]  

(7)

We add the region features \( z_1 \) from view \( x_1 \) to the object queries \( \phi_q \) so that with conditional input of region features \( z_1 \), the object queries \( \phi_q \) can extract the relevant features \( \hat{q}_2 \) from the global context \( c_2 \) of view \( x_2 \). Here, \( \hat{q}_2 \) is supposed to be aggregated features on view \( x_2 \) that are semantically consistent with the corresponding region features \( z_1 \) on view \( x_1 \).

**Learning to locate:** The MVCA mechanism allows us to conduct Multi-View Region Detection directly. Specifically, with the input of each region feature \( z_1 \) from view \( x_1 \) and its extracted feature \( \hat{q}_2 \), our goal is to locate the region in view \( x_2 \) that is relative to the region feature \( z_1 \). We apply a prediction head \( f_{\text{box}} \) for box prediction:

\[
\hat{b}_2 = f_{\text{box}}(\hat{q}_2) \in \mathbb{R}^{N \times 4}.
\]  

(8)

After performing bipartite matching [3], we calculate the multi-view symmetrical localization loss as:

\[
\mathcal{L}_{\text{loc}} = \ell_{\text{box}}(\hat{b}_2, b_2) + \ell_{\text{box}}(\hat{b}_1, b_1),
\]  

(9)

where \( \ell_{\text{box}} \) is a combination of generalized IoU loss and \( \ell_1 \) loss the same as [3].

**Learning to discriminate:** Due to the unavailability of semantic label information, we propose Multi-View Semantic Discrimination to learn to discriminate at both global and regional levels. First, we apply a prediction head \( f_{\text{sem}} \) for further discriminative learning:

\[
\hat{p}_2 = f_{\text{sem}}(\hat{q}_2) \in \mathbb{R}^{N \times C’}.
\]  

(10)

Considering that the context \( c \) of each view contains global contextual information, we maximize the similarity of the encoded context between two augmented views. Following [8], we apply a three-layer MLP (FC-BN-ReLU) and compute the global discrimination loss \( \mathcal{L}_g \) symmetrically as:

\[
\mathcal{L}_g = C[\text{MLP}(c_1), \text{detach}(c_2)] + C[\text{MLP}(c_2), \text{detach}(c_1)],
\]  

(11)

where \( C \) is the negative cosine similarity. In addition, due to the semantic consistency between the input region features \( z_1 \) and the extracted features \( \hat{q}_2 \), we consider maximizing the semantic consistency for each region. Here, despite representing the same instances, the crop-level region features \( p_1 \) can provide more discriminative information than object-level region features \( z_1 \). It is because the object-level region features \( z_1 \) are extracted from the image-level features (See Equation 4 and 5) and contain an aggregate of surrounding contexts with less discriminative information.
on themselves, especially for small regions. It motivates us to replace object-level region features $z_i$ with crop-level region features $p_1$ as the learning objectives. Also, to avoid potential training collapse, we reconstruct the crop-level region features $p_1$. Finally, we formulate the semantic consistency objective to improve the region discrimination as:

$$L_r = D(\hat{p}_2, p_1) + D(\hat{p}_1, p_2),$$

where $D$ is the normalized $\ell_2$ distance.

**Loss Function.** Formally, the overall loss function for Siamese DETR is formulated as:

$$L = \lambda_0 L_r + \lambda_1 L_g + \lambda_2 L_{loc},$$

where $\lambda_{0/1/2}$ are the loss weighting hyper-parameters.

### 3.4. Discussion

Compared with previous methods [1, 9] and conventional multi-view SSL methods like MoCo [15], we introduce siamese network in the pre-training pipeline, exploring the view-invariant localization ability for DETR pretraining. Through combining the characteristics of cross-attention with siamese network, Siamese DETR can aggregate the latent information from key view given the cue of the query view, then localizing and discriminating the corresponding regions. It is completely different from the common multi-view techniques, i.e., simply contrasting the output of the DETR. The proposed Multi-View Cross-Attention enables model to learn to view-invariant localization ability, providing better priors in downstream tasks compared with UP-DETR, which spends most of pre-training time detecting the background classes. Meanwhile, DETReg [1], which can be viewed as detecting the regions generated by proposals and pseudo labels, does not consider view-invariant detection pretraining as well.

### 4. Experiments

#### 4.1. Implementation Details

**Architecture.** Siamese DETR consists of a frozen ResNet-50 backbone, pretrained by SwAV [5] on ImageNet, and a Transformer with encoder-decoder architecture. Both the Transformer encoder and decoder are stacked with 6 layers of 256 dimensions and 8 attention heads. To verify the performance and generalization of our design, we compare Siamese DETR with a baseline model without pretraining (denoted as *from scratch*), UP-DETR [9], and DETReg [1]. We use three DETR variants, i.e., original DETR [3] (denoted as *Vanilla DETR*), Conditional DETR [26], and Deformable DETR (Single-Scale and Multi-Scale, denoted as Deform-SS and Deform-MS, respectively) [38]. For a fair comparison, the number of object queries is 100 in Vanilla DETR and Conditional DETR. We also use 300 queries in Conditional DETR and Deformable DETR. Besides, we also provide the transfer results of more advanced DETR-like architecture (e.g., DAB-DETR [23]) in the appendix. We implement Siamese DETR based on the MMSelfSup 1.

**Evaluation Protocol.** We follow the evaluation protocol in UP-DETR. Specifically, we first pretrain DETR variants on ImageNet (∼1.28 million images) [10] or COCO train2017 (∼118k images) [22] separately. Then, the ImageNet-pretrained models are finetuned on COCO train2017 or PASCAL VOC trainval07+12 (∼16.5k images) [12] separately, while COCO-pretrained models are finetuned on PASCAL VOC trainval07+12. We report COCO-style metrics, including AP, AP$_{50}$, AP$_{75}$, AP$_s$, AP$_m$, AP$_l$, in both COCO val2017 and PASCAL VOC test2007 benchmarks.

**Pretraining.** We use an AdamW [25] optimizer with a total batch size of 256 on ImageNet and 64 on COCO, a learning rate of $1 \times 10^{-4}$ and a weight decay of $1 \times 10^{-4}$. We adopt a full schedule of 60 epochs, and the learning rate decays at 40 epochs, denoted as the 40/60 schedule for brevity. Unless specified, UP-DETR uses random boxes, DETReg uses proposals generated by Selective Search [28], and Siamese DETR uses Edgeboxes in experiments.

**Finetuning.** For Vanilla DETR, we adopt 120/150 and 40/50 schedules in COCO and PASCAL VOC benchmarks. The initial learning rates of the Transformer and backbone are set to $1 \times 10^{-5}$ and $5 \times 10^{-5}$. For the other two DETR variants, we report the result under the 40/50 schedule. The initial learning rates of the Transformer and backbone are set to $1 \times 10^{-4}/2 \times 10^{-4}$ and $5 \times 10^{-5}/2 \times 10^{-5}$ in Conditional/Deformable DETR, respectively. The batch size of all setups in finetuning is set to 32 for a fair comparison.

### 4.2. Main Results

**COCO Object Detection.** Table 1 shows the transfer results on COCO. Siamese DETR achieves the best performance using three different DETR variants on all setups. Especially for Deformable DETR of Multi-Scale, Siamese DETR boosts the model upon baseline more significantly than UP-DETR and DETReg, demonstrating the compatibility of our design with different DETR architectures.

Besides, when adopting a stricter IoU threshold in metrics, e.g., from AP$_{50}$ to AP$_{75}$, Siamese DETR achieves a more considerable performance lead in most cases. It suggests the representations learned by Siamese DETR provide a stronger localization prior. We further illustrate AP metrics of Siamese DETR and UP-DETR using different IoU thresholds in Figure 4. Specifically, Siamese DETR performs well in localizing small objects and draws the gap against UP-DETR for medium and large objects when the IoU threshold is greater than 0.7.

Table 1. Comparisons of Siamese DETR with supervised/UP-DETR/DETReg in the COCO detection benchmark. The results of all models are achieved by officially-released repositories and pretrained models. Here “#epoch” denotes the number of epochs in downstream finetuning.

<table>
<thead>
<tr>
<th>Method</th>
<th>Backbone</th>
<th>DETR</th>
<th>#query</th>
<th>#epoch</th>
<th>AP</th>
<th>AP50</th>
<th>AP75</th>
<th>APs</th>
<th>APm</th>
<th>APc</th>
</tr>
</thead>
<tbody>
<tr>
<td>from scratch</td>
<td>Sup. R50</td>
<td>Vanilla</td>
<td>100</td>
<td>150</td>
<td>39.5</td>
<td>60.3</td>
<td>41.4</td>
<td>17.5</td>
<td>43.0</td>
<td>59.1</td>
</tr>
<tr>
<td>from scratch</td>
<td>SwAV R50</td>
<td>Vanilla</td>
<td>100</td>
<td>150</td>
<td>39.7</td>
<td>60.3</td>
<td>41.7</td>
<td>18.5</td>
<td>43.8</td>
<td>57.5</td>
</tr>
<tr>
<td>UP-DETR</td>
<td>SwAV R50</td>
<td>Vanilla</td>
<td>100</td>
<td>150</td>
<td>40.5</td>
<td>60.8</td>
<td>42.6</td>
<td>19.0</td>
<td>44.4</td>
<td>60.0</td>
</tr>
<tr>
<td>DETReg</td>
<td>SwAV R50</td>
<td>Vanilla</td>
<td>100</td>
<td>150</td>
<td>41.9</td>
<td>61.9</td>
<td>44.1</td>
<td>19.1</td>
<td>45.7</td>
<td>61.5</td>
</tr>
<tr>
<td>ours</td>
<td>SwAV R50</td>
<td>Vanilla</td>
<td>100</td>
<td>150</td>
<td>42.0</td>
<td>63.1</td>
<td>44.2</td>
<td>19.6</td>
<td>46.0</td>
<td>61.9</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Method</th>
<th>Backbone</th>
<th>DETR</th>
<th>#query</th>
<th>#epoch</th>
<th>AP</th>
<th>AP50</th>
<th>AP75</th>
<th>APs</th>
<th>APm</th>
<th>APc</th>
</tr>
</thead>
<tbody>
<tr>
<td>from scratch</td>
<td>SwAV R50</td>
<td>Conditional</td>
<td>100</td>
<td>50</td>
<td>39.1</td>
<td>61.6</td>
<td>42.6</td>
<td>19.5</td>
<td>44.2</td>
<td>60.1</td>
</tr>
<tr>
<td>UP-DETR</td>
<td>SwAV R50</td>
<td>Conditional</td>
<td>100</td>
<td>50</td>
<td>39.4</td>
<td>61.5</td>
<td>43.0</td>
<td>21.3</td>
<td>45.4</td>
<td>60.2</td>
</tr>
<tr>
<td>DETReg</td>
<td>SwAV R50</td>
<td>Conditional</td>
<td>100</td>
<td>50</td>
<td>40.2</td>
<td>62.1</td>
<td>44.7</td>
<td>22.0</td>
<td>47.2</td>
<td>61.8</td>
</tr>
<tr>
<td>ours</td>
<td>SwAV R50</td>
<td>Conditional</td>
<td>100</td>
<td>50</td>
<td>40.5</td>
<td>61.6</td>
<td>42.6</td>
<td>19.5</td>
<td>44.2</td>
<td>60.1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Method</th>
<th>Backbone</th>
<th>DETR</th>
<th>#query</th>
<th>#epoch</th>
<th>AP</th>
<th>AP50</th>
<th>AP75</th>
<th>APs</th>
<th>APm</th>
<th>APc</th>
</tr>
</thead>
<tbody>
<tr>
<td>from scratch</td>
<td>SwAV R50</td>
<td>Deform-SS</td>
<td>300</td>
<td>50</td>
<td>41.1</td>
<td>62.3</td>
<td>43.4</td>
<td>20.6</td>
<td>45.0</td>
<td>59.4</td>
</tr>
<tr>
<td>UP-DETR</td>
<td>SwAV R50</td>
<td>Deform-SS</td>
<td>300</td>
<td>50</td>
<td>41.5</td>
<td>63.2</td>
<td>43.6</td>
<td>21.3</td>
<td>45.4</td>
<td>60.3</td>
</tr>
<tr>
<td>DETReg</td>
<td>SwAV R50</td>
<td>Deform-SS</td>
<td>300</td>
<td>50</td>
<td>43.0</td>
<td>64.2</td>
<td>45.6</td>
<td>22.0</td>
<td>47.2</td>
<td>61.8</td>
</tr>
<tr>
<td>ours</td>
<td>SwAV R50</td>
<td>Deform-SS</td>
<td>300</td>
<td>50</td>
<td>43.0</td>
<td>64.2</td>
<td>45.6</td>
<td>22.0</td>
<td>47.2</td>
<td>61.8</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Method</th>
<th>Backbone</th>
<th>DETR</th>
<th>#query</th>
<th>#epoch</th>
<th>AP</th>
<th>AP50</th>
<th>AP75</th>
<th>APs</th>
<th>APm</th>
<th>APc</th>
</tr>
</thead>
<tbody>
<tr>
<td>from scratch</td>
<td>SwAV R50</td>
<td>Deform-MS</td>
<td>300</td>
<td>50</td>
<td>45.5</td>
<td>64.2</td>
<td>49.4</td>
<td>27.8</td>
<td>49.2</td>
<td>59.4</td>
</tr>
<tr>
<td>UP-DETR</td>
<td>SwAV R50</td>
<td>Deform-MS</td>
<td>300</td>
<td>50</td>
<td>45.3</td>
<td>64.5</td>
<td>49.6</td>
<td>26.0</td>
<td>49.2</td>
<td>59.9</td>
</tr>
<tr>
<td>DETReg</td>
<td>SwAV R50</td>
<td>Deform-MS</td>
<td>300</td>
<td>50</td>
<td>45.5</td>
<td>64.1</td>
<td>49.9</td>
<td>26.9</td>
<td>49.5</td>
<td>59.6</td>
</tr>
<tr>
<td>ours</td>
<td>SwAV R50</td>
<td>Deform-MS</td>
<td>300</td>
<td>50</td>
<td>46.3</td>
<td>64.6</td>
<td>50.5</td>
<td>28.1</td>
<td>50.1</td>
<td>61.5</td>
</tr>
</tbody>
</table>

4.3. Ablations

Effectiveness of Two Proposed Pretext Tasks. We train five Siamese DETR variants using Conditional DETR on ImageNet and finetune them on PASCAL VOC. Results are shown in Table 3. We treat UP-DETR as the baseline (56.9 AP on PASCAL VOC), which performs single-view patch detection with Transformer and reconstructs the decoder’s output with its input patches.

By extending single-view detection into a multi-view manner, (a) obtains a competitive result of 57.1 AP, suggesting that the view-invariant representations can perform better in downstream detection tasks. We further maximize the multi-view semantic consistency in terms of global and region discrimination, improving the transfer performance by 0.2 AP and 0.6 AP in (b) and (d), respectively. Global discrimination (b) brings smaller performance gains than region discrimination (d) in detection tasks, suggesting that it is impractical to directly apply existing instance discrimination pretext tasks [15, 19] on Transformers of DETR in detection-oriented pretraining tasks. We also notice that (d) using crop-level region features achieves better performance than (c) using object-level region features, which verifies more discriminative information in crop-level region features. Finally, (e) with both Multi-View Region Detection and Multi-View Semantic Discrimination yields the best result of 58.1 AP.

Object Proposals. Edgeboxes [39] in Siamese DETR provide objectness priors during pretraining. We attempt to
Table 2. Comparisons of Siamese DETR with supervised/UP-DETR/DETReg in the PASCAL VOC detection benchmark. The results of all models are achieved by officially-released repositories and pretrained models. Here “#epoch” denotes the number of epochs in downstream finetuning.

Table 3. Ablations on two proposed pretext tasks, i.e., Multi-View Region Detection and Multi-View Semantic Discrimination. The notation “R-O” denotes region discrimination using object-level region features, “R-C” denotes region discrimination using crop-level region features, and “G” denotes global discrimination.

Table 4. Comparisons of using different object proposals. The notation “A→B” denotes that the model is pretrained on dataset “A” and then finetuned on dataset “B”.

When pre-trained on object-centric datasets like ImageNet, which contains one single object in the center of the image, better objectness priors bring little improvement. In this case, Siamese DETR still outperforms its counterparts by about 0.1 AP using random proposals or Edgeboxes.

When pre-trained on scene-centric datasets like COCO, which contains multiple objects in the image, great improvements are found in all methods after applying better objectness priors from proposals. Using random proposals, Siamese DETR outperforms UP-DETR by 3.6 AP and DETReg by 3.0 AP in the COCO→VOC setup, which suggests Siamese DETR learns better detection-oriented representations without any objectness priors. When replaced with Selective Search and Edgeboxes, the performance gaps are
alleviated. In this case, our Siamese DETR with Edgeboxes achieves the best performance among all setups.

**Convergence.** The convergence curves of three DETR variants on downstream COCO and PASCAL VOC are illustrated in Figure 6. Compared with UP-DETR, DETReg, and the from scratch model, Siamese DETR converges faster and outperforms its counterparts by significant margins.

**Visualization.** We provide qualitative results for further understanding the advantage of Siamese DETR. In downstream tasks, we use three Vanilla DETRs, initialized by Siamese DETR, UP-DETR, and DETReg pretraining models. Figure 5 illustrates their box predictions and corresponding attention maps of decoder. Queries in Siamese DETR have stronger objectness priors, predicting more available box proposals overlapped with objects in the image. Benefiting from discriminative representations, cross-attention in Siamese DETR places more focus on the objects in the proposals. These qualitative results verify the transferability of Siamese DETR in downstream tasks.

5. Conclusion and Limitations

In this paper, we propose Siamese DETR, a novel self-supervised pretraining method for DETR. With two newly-designed pretext tasks, we directly locate the query regions in a cross-view manner and maximize multi-view semantic consistency, learning localization and discrimination representations transfer to downstream detection tasks. Siamese DETR achieves better performance with three DETR variants in COCO and PASCAL VOC benchmark against its counterpart. Despite the great potential for pretraining DETR, Siamese DETR has a limitation in that it still relies on a pre-trained CNN, e.g., SwAV, without integrating CNN and Transformer into a unified pretraining paradigm. In our future work, a more efficient framework for the end-to-end DETR pretraining is desirable.
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