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Abstract

The main challenge in vision-and-language navigation (VLN) is how to understand natural-language instructions in an unseen environment. The main limitation of conventional VLN algorithms is that if an action is mistaken, the agent fails to follow the instructions or explores unnecessary regions, leading the agent to an irrecoverable path. To tackle this problem, we propose Meta-Explore, a hierarchical navigation method deploying an exploitation policy to correct misled recent actions. We show that an exploitation policy, which moves the agent toward a well-chosen local goal among unvisited but observable states, outperforms a method which moves the agent to a previously visited state. We also highlight the demand for imagining regretful explorations with semantically meaningful clues. The key to our approach is understanding the object placements around the agent in spectral-domain. Specifically, we present a novel visual representation, called scene object spectrum (SOS), which performs category-wise 2D Fourier transform of detected objects. Combining exploitation policy and SOS features, the agent can correct its path by choosing a promising local goal. We evaluate our method in three VLN benchmarks: R2R, SOON, and REVERIE. Meta-Explore outperforms other baselines and shows significant generalization performance. In addition, local goal search using the proposed spectral-domain SOS features significantly improves the success rate by 17.1\% and SPL by 20.6\% against the state-of-the-art method of the SOON benchmark. Project page: https://rllab-snu.github.io/projects/Meta-Explore/doc.html

1. Introduction

Visual navigation in indoor environments has been studied widely and shown that an agent can navigate in unexplored environments [1]. By recognizing the visual context and constructing a map, an agent can explore the environment and solve tasks such as moving towards a goal or following a desired trajectory. With the increasing development in human language understanding, vision-and-language navigation (VLN) [2] has enabled robots to communicate with humans using natural languages. The high degree of freedom in natural language instructions allows VLN to expand to various tasks, including (1) following fine-grained step-by-step instructions [2–13] and (2) reaching a target location described by goal-oriented language instructions [14–20].

A challenging issue in VLN is the case when an action is mistaken with respect to the given language instruction [21–26]. For instance, if the agent is asked to turn right at the end of the hallway but turns left, the agent may end up in irrecoverable paths. Several existing studies solve this issue via hierarchical exploration, where the high-level planner decides when to explore and the low-level planner chooses what actions to take. If the high-level planner chooses to explore, the agent searches unexplored regions, and if it chooses to exploit, the agent executes the best action based on the previous exploration. Prior work [21–23] returns the agent to the last successful state and resumes exploration.
However, such methods take a heuristic approach because the agent only backtracks to a recently visited location. The agent does not take advantage of the constructed map and instead naively uses its recent trajectory for backtracking. Another recent work [26] suggests graph-based exploitation, which uses a topological map to expand the action space in global planning. Still, this method assumes that the agent can directly jump to a previously visited node. Since this method can perform a jump action at every timestep, there is no trigger that explicitly decides when to explore and when to exploit. Therefore, we address the importance of time scheduling for exploration-exploitation and efficient global planning using a topological map to avoid reexploring visited regions.

We expand the notion of hierarchical exploration by proposing Meta-Explore, which not only allows the high-level planner to choose when to correct missed local movements but also finds an unvisited state inferred to be close to the global goal. We illustrate the overview of hierarchical exploration in Figure 1. Instead of backtracking, we present an exploitation method called local goal search. We show that it is more efficient to plan a path to a local goal, which is the most promising node from the unvisited but reachable nodes. We illustrate the difference between conventional backtracking and local goal search in Figure 2. Based on our method, we show that exploration and exploitation are not independent and can complement each other: (1) to overtake regretful explorations, the agent can perform exploitation and (2) the agent can utilize the constructed topological map for local goal search. We also highlight the demand for imagining regretful explorations with semantically meaningful clues. Most VLN tasks require a level of understanding objects nearby the agent, but previous studies simply encode observed panoramic or object images [2, 3, 16–18, 21–35]. In this paper, we present a novel semantic representation of the scene called scene object spectrum (SOS), which is a matrix containing the arrangements and frequencies of objects from the visual observation at each location. Using SOS features, we can sufficiently estimate the context of the environment. We show that the proposed spectral-domain SOS features manifest better linguistic interpretability than conventional spatial-domain visual features. Combining exploitation policy and SOS features, we design a navigation score that measures the alignment between a given language instruction and a corrected trajectory toward a local goal. The agent compares local goal candidates and selects a near-optimal candidate with the highest navigation score from corrected trajectories. This involves high-level reasoning related to the landmarks (e.g., bedroom and kitchen) and objects (e.g., table and window) that appear in the instructions.

The main contributions of this paper are as follows:

- We propose a hierarchical navigation method called Meta-Explore, deploying an exploitation policy to correct missed recent actions. The agent searches for an appropriate local goal instead of reversing the recent action sequence.
- In the exploitation mode, the agent uses a novel scene representation called scene object spectrum (SOS), which contains the spectral information of the object placements in the scene. SOS features provide semantically meaningful clues to choose a near-optimal local goal and help the agent to solve the regretful exploration problem.
- We evaluate our method on three VLN benchmarks: R2R [2], SOON [16], and REVERIE [17]. The experimental results show that the proposed method, Meta-Explore, improves the success rate and SPL in test splits of R2R, SOON and val split of REVERIE. The proposed method shows better generalization results compared to all baselines.

2. Related Work


In VLN, an agent encodes the natural language instructions and follows the instructions, which can be either (1) a fine-grained step-by-step instruction the agent can follow [2–4], (2) a description of the target object and location [16, 17], or (3) additional guidance given to the agent [18, 27]. These tasks require the agent to recognize its current location using some words in the natural-language instructions. Prior work [2, 28–31] show that an agent can align visual features to language instructions via neural networks and use the multimodal output embeddings to generate a suitable action at each timestep. Most VLN methods utilize cross-modal attention, either with recurrent neural networks [2, 28] or with transformer-based architectures [29–31]. For sequential action prediction, Hong et al. [32] further use recurrent units inside transformer architectures, while Pashevich et al. [33] and Chen et al. [34] use additional transformers to embed past observations and actions.
2.2. Exploration-Exploitation

In an unseen environment, the agent must maximize the return without knowing the true value functions. One of the solutions to this problem is to switch back and forth between exploration and exploitation [36]. In the exploration mode, the agent gathers more information about the environment. On the other hand, the agent uses information collected during exploration and chooses the best action for exploitation. Ecoffet et al. [37] reduced the exploration step by archiving the states and exploring again from the successful states. Pislar et al. [38] addressed the various scheduling policies and demonstrated their method on Atari games. Recent work [39, 40] successfully demonstrates the effectiveness of hierarchical exploration in image-goal navigation.

Like commonly used greedy navigation policies, VLN tasks also deal with the problem of maximizing the chance to reach the goal without knowing the ground truth map. Several VLN methods employ the concept of exploitation to tackle this problem. Ke et al. [35] look forward to several possible future trajectories and decide whether to backtrack or not and where to backtrack. Others [21–23] estimate the progress to tell whether the agent becomes lost and make the agent backtrack to a previously visited location to restart exploration. However, previous studies do not take into account what should be done in the exploitation mode. In order to handle this problem, we propose a hierarchical navigation method which determines the scheduling between exploration and exploitation.

2.3. Visual Representations

Popular visual encoding methods via ResNet [41] and ViT [42] can be trained to learn rotation-invariant visual features. Both methods learn to extract visual features with high information gain for global and local spatial information. The high complexity of the features leads to low interpretability of the scene and therefore requires the agent to use additional neural networks or complex processing to utilize them. On the other hand, traditional visual representation methods such as Fourier transform use spectral analysis, which is highly interpretable and computationally efficient. One drawback of the traditional methods is that they fail to maximize the information gain. Nonetheless, an appropriate use of essential information can be helpful for high-level decision making and enables more straightforward interpretation and prediction of the visual features. One traditional navigation method, Sturz et al. [43] used Fourier transform to generate rotation-invariant visual features. However, no research has transformed the spectral information of the detected objects to represent high-level semantics from visual observations. Focusing on the fact that 2D Fourier transform can extract morphological properties of images [44], we can find out the shape or structure of detected objects through 2D Fourier transform. In this paper, we decompose the object mask into binary masks by object categories and perform a 2D Fourier transform on each binary mask.

3. Method

3.1. Problem Formulation

We deal with VLN in discrete environments, where the environment is given as an undirected graph $G = (V, E)$. $V$ denotes a set of $N$ navigable nodes, $\{V_i\}_{i=1}^N$, and $E$ is the adjacency matrix describing connectivity among the nodes in $V$. We denote the observation at node $V_i$ as $O_i$. The agent uses a panoramic RGB image observation $o_t$ and current node $v_t$, which are collected at time $t$. The agent either moves to a neighboring node or executes a stop action. $a_t$ denotes the action at time $t$. The objectives of VLN are categorized as follows: (1) to follow language instructions [2] and (2) to find a target object described by language instructions in a fixed time $T$ [16, 17]. We present a general hierarchical exploration method that can be applied to both tasks. We also enhance the navigation policy by extracting cross-domain visual representations from the environments, i.e., spatial-domain and spectral-domain representations. To balance the information loss and interpretability of the visual feature, we adopt multi-channel fast Fourier transform (FFT) to encode semantic masks of the detected objects into category-wise spectral-domain features.

3.2. Meta-Explore

We design a learnable hierarchical exploration method for VLN called Meta-Explore, which decides (1) when to explore or exploit and (2) a new imagined local goal to seek during exploitation. The overall network architecture of the proposed Meta-Explore is shown in Figure 3. Given a language instruction $L$, the agent navigates in the environment until it finds the target described in $L$. Meta-Explore consists of a mode selector and two navigation modules corresponding to two modes: exploration and exploitation. At each timestep, the mode selector chooses to explore or exploit. At $t = 0$, the mode is initialized to exploration. In the exploration mode, the agent outputs an action toward a neighboring node to move the agent toward the goal. When the mode selector recognizes that the agent is not following the instruction successfully, the mode is switched to exploitation. In the exploitation mode, the agent seeks a new local goal with the highest correspondence against the language instructions from the previously unvisited candidate nodes using spectral-domain visual features. The agent moves toward the local goal by planning a path. After the agent arrives at the local goal, the mode is reset to exploration. The explore-exploit switching decision occurs through the mode selector by estimating the probability to explore. The agent repeats this explore-exploit behavior until it determines that the target is found and decides to stop.

3.2.1 Mode Selector

At time $t$, the agent observes visual features about the current node $v_t$ and several reachable nodes. We call the nodes reachable at the current timestep as candidate nodes, $n_{cand}$.
Figure 3. Network Architecture. Three types of visual features: panoramic (yellow), object image (aquamarine), and object spectrum (red) are encoded. The color in each parenthesis denotes the color describing the corresponding feature. The cross-modal transformer encodes language and spatial visual features as hidden state $H_t$. A mode selector gives explore or exploit command to the agent by predicting the explore probability $P_{\text{explore}}$. The selected navigation module outputs an action $a_t$ from the possible $n_{\text{cand}}$ candidate nodes.

denotes the number of candidate nodes. We use a cross-modal transformer with $n_L$ layers to relate visual observations to language instructions. The cross-modal transformer takes the visual features of nodes in the constructed topological map at time $t$, $G_t$, and outputs cross-modal embedding $H_t$ to encode visual observations with $L$. We concatenate location encoding and history encoding [24] to the visual features as node features to consider the relative pose from $v_t$ and the last visited timestep of each node, respectively. Each word is encoded via a pretrained language encoder [45], which is used for general vision-language tasks.

The cross-modal transformer consists of cross-attention layer $L2V_{\text{Attn}}(\hat{W}, \hat{V}) = \text{Softmax}(\hat{W}(\Theta_v(V \Theta_v^T) + \sqrt{d}))V$ and self-attention layer $\text{SelfAttn}(X) = \text{Softmax}(X\Theta_t^T + \hat{A}\Theta_t + b_A)/\sqrt{d})X\Theta_t$, where $\hat{W}$, $\hat{V}$, $X$, and $A$ denote word, visual, node representations and adjacency matrix of $G_t$, respectively. The (query, key, value) weight matrices of self-attention and cross-attention layers are denoted as $(\Theta_v, \Theta_t, \Theta_e)$ and $(\Theta_v^T, \Theta_t^T, \Theta_e^T)$, respectively. The final cross-modal embedding at time $t$ after passing through $n_L$ transformer layers is denoted as $H_t$. To encourage the monotonic increasing relationship between language and visual attentions at each timestep, we define a correlation loss $L_{\text{corr}} = \sum_{t=1}^T ||L2V_{\text{Attn}} - I_{n_v}||_1$ for training the cross-modal transformer, where $n_v$ denotes the dimension of the $H_t$ and $I_{n_v}$ denotes an identity matrix of size $n_v \times n_v$.

As illustrated in Figure 4, the mode selector estimates the probability to explore $P_{\text{explore}}$ given the cross-modal hidden state $H_t$. We denote the mode selector as $S_{\text{mode}}$ and use a two-layer feed-forward neural network. Given $H_t, S_{\text{mode}}$ outputs the exploration probability as $P_{\text{explore}} = 1 - S_{\text{mode}}(H_t)$. If $P_{\text{explore}} \geq 0.5$, the exploration policy outputs a probability distribution for reachable nodes at the next step. At time $t+1$, the agent moves to the node with the highest probability. If $P_{\text{explore}} < 0.5$, the agent determines that the current trajectory is regretful, so the agent should traverse to find a local goal, which is the most likely to be the closest node to the global goal. The exploitation policy mainly utilizes object-level features to search for the local goal with high-level reasoning. After the local goal is chosen, the path planning module outputs an action following the shortest path to the local goal.

To train the mode selector, we require additional demonstration data other than the ground truth trajectory, such that it switches between exploration and exploitation. We generate the demonstration data from the ground truth trajectories, with additional detours. For the detours, we stochastically select candidate nodes other than the ground truth paths and add the trajectory that returns to the current viewpoint. The imitation learning loss for training the mode selector is defined as $L_{\text{mode}} = \sum_{t=1}^T \mathbb{1}[m_t = g_t]$, where $m_t$ is the mode of the agent, $0$ for exploitation and $1$ for exploration. $g_t$ is $1$ if the current node is in the shortest ground truth trajectory and $g_t = 0$, otherwise.

3.2.2 Exploration Module

In the exploration mode, the agent follows the following sequential operations: topological map construction, self-monitoring, and an exploration policy. To improve the exploration, we adopt self-monitoring [21] to predict the current progress of exploration to enhance the exploration policy itself. Prior work [21, 22] has shown that auxiliary loss using self-monitoring can regularize the exploration policy.

Topological Map Construction. The agent constructs graph $G_t$ by classifying nodes into two types: (1) visited nodes and (2) unvisited but observable nodes. At current
time \( t \), the agent at node \( v_t \in \{ V_t \}_{t=1}^N \) observes \( N(v_t) \) neighbor nodes as next step candidates at time \( t+1 \). The visited nodes consist of visual features of their own and the neighboring nodes from panoramic RGBG observations. The unvisited nodes can be observed only if they are connected to at least one visited node. The topological map records the positions and visual features of observed nodes at each timestep. By knowing the positions of nodes in \( G_t \), the agent can plan the shortest path trajectory between two nodes.

Self-Monitoring. We use a progress monitor to estimate the current navigation progress at each episode. Self-monitoring via estimating current progress helps the agent choose the next action that can increase the progress. The estimated progress \( p_t = F_{\text{progress}}(H_t) \) is the output of a feed-forward neural network, given \( H_t \) as input. We measure the ground truth progress \( p_t \) as the ratio between the current distance to the goal and the shortest path length of the episode subtracted from 1, described as \( 1 - \frac{d_{\text{geo}}(v_t, v_{\text{goal}})}{d_{\text{geo}}(v_0, v_{\text{goal}})} \), where \( d_{\text{geo}}(a, b) \) is the geodesic distance between \( a \) and \( b \). \( v_0 \), \( v_t \), and \( v_{\text{goal}} \) denote initial, current, and goal positions, respectively. We add progress loss \( L_{\text{progress}} = \sum_{t=0}^{T} (p_t - p_t^*)^2 \) to train the progress monitor while training the exploration policy.

Exploration Policy. The exploration policy \( F_{\text{explore}} \) estimates the probability of moving to the candidate nodes at the next step. The agent chooses the action \( a_t \) at time \( t \) based on the estimated probability distribution among candidate nodes, described as \( a_t = \arg \max_{a} \{ F_{\text{explore}}([H_t]) \} \). \( F_{\text{explore}} \) is implemented via a two-layer feed-forward network with the cross-modal hidden state \( H_t \) given as input. The output of \( F_{\text{explore}} \) becomes a probability distribution over possible actions. To only consider unvisited nodes, we mask out the output for visited nodes. For training, we sample the next action from the probability distribution instead of choosing a node with the highest probability. We describe the training details in Section 3.3.

3.2.3 Exploitation Module

In the exploitation mode, the agent requires high-level reasoning with identifiable environmental clues to imagine regretful exploration cases. To find clues in an object-level manner, we present a novel visual representation by capturing object information in the spectral-domain. The novel representation is more easily predictable than spatial features such as RGB image embeddings. The agent can take advantage of the predictability by expanding the searchable area to find a local goal. We choose the local goal as the closest node to the global goal in the feature space.

Spectral-Domain Visual Representations. Common navigation policies can lead the agent toward the node with the highest similarity to the target. However, even with a good learned policy, the agent can act in a novice manner in unseen environments. In this paper, we seek extra information from the environment for generalizable high-level reasoning to resolve the issue. As illustrated in Figure 5, scene object spectrum (SOS) incorporates semantic information observed in a single panoramic image by generating a semantic mask for each object category and applying Fourier transform to each semantic mask. The semantic mask for object class \( k \) at time \( t \) is calculated as a binary mask \( [m_t^k]_{ij} \) that detects the object at pixel \((i, j)\). Suppose there are a total of \( K \) object categories. When multiple objects are detected for one object category, the binary mask appears as a union of the bounding boxes of the detected objects. We define FFT as a channel-wise 2D fast Fourier transform that receives \( K \) binary semantic masks and outputs \( K \) spectral-domain features, where \( K \) is the number of object classes. Then, SOS feature \( \tilde{S}_t = [s_t^1, ..., s_t^K] \) can be defined as \( s_t^k = \log |\text{FFT}(m_t^k)| \). For simplicity, we perform mean pooling on the vertical spectral axis and normalize the output. The final SOS feature has shape \((K, \eta)\), where \( \eta \) is the maximum horizontal frequency.

Local Goal Search Using Semantic Clues. We argue that returning to a previously visited node does not guarantee the agent escapes from the local optima. Instead of backtracking.
to a previously visited node, the agent searches for a local goal to move towards. If the agent plans a path and moves towards the local goal, the agent does not need to repeat unnecessary actions in visited regions after the exploitation ends. Additionally, searching for a local goal takes full advantage of the topological map by utilizing the connections among the observed nodes. To expand the searchable area further, we let the agent choose the local goal from previously unvisited and unchosen candidate nodes.

To choose a local goal, we first score the corrected trajectories to measure the alignment with the language instruction $L$. We use SOS features as semantic environmental clues to estimate the navigation score $S_{\text{nav}}$ of the corrected trajectory, which is the shortest path trajectory from the initial node to the local goal in the constructed topological map. To simplify, we convert the language instruction into a list of objects $W^o = [w_1^o, ..., w_B^o]$ consisting of $B \leq K$ object categories (e.g., desk, cabinet, and microwave). We approximate the corresponding reference SOS features as $[\hat{\delta}(w_1^o), ..., \hat{\delta}(w_B^o)]$ where the $i$th row of $\hat{\delta}(w_k^o)$ is defined as $[\hat{\delta}(w_k^o)]_i = \mathbb{I}(k = i)\lambda(\delta(w_k^o))\text{sin}(\frac{\pi}{2} - \frac{\pi}{2})$. $\lambda(\delta(w_k^o))$ denotes the average width of detected bounding boxes of object $w_k^o$ in the environment. A detailed approximation process is explained in the supplementary material. To simulate a corrected trajectory $T' = (v_1', ..., v_N')$, we calculate the SOS features $[\vec{S}_1', ..., \vec{S}_N']$ corresponding to the nodes in $T'$. We measure the similarity between two object spectrum features via the cosine similarity of the flattened vectors. Finally, the navigation score $S_{\text{nav}}$ of $T'$ is computed as:

$$ S_{\text{nav}}(T') = \frac{\sum_{i=1}^{B} \sum_{j=1}^{N'} (\hat{\delta}(w_i^o) \cdot \vec{S}_i')((\hat{\delta}(w_i^o) - \hat{\delta}(\vec{w})) \cdot (\vec{S}_i' - \vec{S}))}{\sqrt{\sum_{i=1}^{B}\sum_{j=1}^{N'}(\hat{\delta}(w_i^o) - \hat{\delta}(\vec{w}))^2 \sum_{i=1}^{B}(\vec{S}_i' - \vec{S})^2}}, $$

where $\hat{\delta}(\vec{w})$ and $\vec{S}$ denote the average values of SOS features $\hat{\delta}(w_k^o)$ and $\vec{S}_j$, respectively. This equation can also be interpreted as a pseudo correlation-coefficient function between object list $W^o$ and trajectory $T'$. The exploration policy selects the node with the highest navigation score as the local goal from the previously unvisited candidates.

Figure 6 illustrates a simple scenario of entering a room. Suppose $W^o = \{\text{sculpture}, \text{door}, \text{bed}\}$ and the agent has to compare two trajectories $T_1 = (v_1, v_2, A)$ and $T_2 = (v_1, v_2, B)$. Each similarity matrix in Figure 6 has the $(t, j)$ element as the similarity between the SOS feature of $V_t$ and $\hat{\delta}(w_j^o)$, which is calculated as $\delta(w_j^o) \cdot \vec{S}_t$. Notably, the similarity matrix shows monotonic alignment and the navigation score is higher when the next action is chosen correctly.

3.3. Training Details

We use [24] for pretraining the visual encoder with panoramic RGB observations. We use the DAGger algorithm [46] to pretrain the navigation policy and the mode selector. To prevent overfitting, we iteratively perform teacher forcing and student forcing to choose the action from the exploration policy. Imitation learning loss is calculated as $L_{IL} = \sum_{t=1}^{T} \log p(a_t^o|a_{t-1})$ and object grounding loss is calculated as $L_{DG} = - \log p(\text{obj}_{\text{pred}}|\text{obj}_{\text{goal}})$, where obj$^*$ denotes the ground truth and obj$_{\text{pred}}$ denotes the predicted object location. The total loss function is defined as $L_{\text{total}} = L_{\text{mode}} + L_{\text{progress}} + L_{\text{corr}} + L_{IL} + L_{DG}$. We further finetune the agent via A2C [47]. The exploration policy selects the action $a_t$, and $p_t^o$ with probability $p_t^o$. Reinforcement learning loss is defined as $L_{RL} = - \sum a_t^o \log p_t^o A_t - \lambda \sum a_t^o \log p_t^o$. To train the mode selector, progress monitor, and exploration policy in an end-to-end manner, we use the total loss function as $L_{\text{total}} = L_{\text{mode}} + L_{\text{progress}} + L_{RL}$. The exploitation policy searches the path toward the local goal from the constructed navigation graph. Thus, the exploitation policy is not learned.

4. Navigation Experiments

4.1. Experiment Settings

We evaluate our method on three VLN benchmarks, Room-to-Room(R2R) [2], SOON [16], and REVERIE [17]. R2R evaluates the visually-grounded natural navigation performance of the agent. The agent must navigate to the predefined goal point given image observations and language instructions in an unseen environment. SOON is also a goal-oriented VLN benchmark. Natural language instructions in SOON have an average length of 47 words. The agent should locate the target location and detect the location of an object to find the target object. REVERIE is a goal-oriented VLN benchmark that provides natural language instruction about target locations and objects. In REVERIE, the agent is given an instruction referring to a remote object with an average length of 21 words. With this instruction and a panoramic observation from the environment, the agent should navigate to the location the instruction describes and find the correct object.
bounding box among the predefined object bounding boxes.

4.2. Evaluation Metrics

4.2.1 Navigation performance

We evaluate algorithms using the trajectory length (TL), success rate (SR), and success weighted by inverse path length (SPL) [48], and oracle success rate (OSR) for the navigation performance comparison. An episode is recorded as a success if the agent takes a stop action within 3 m of the target location. TL is the average path length in meters. SR is denoted as the number of successes divided by the total number of episodes, $M$. SPL is calculated as $\frac{1}{M} \sum_{i=1}^{M} S_i \max(l_i, l^o_i)$, where $S_i$ denotes the success as a binary value, $p_i$ and $l_i$ denote the shortest path and actual path lengths for the $i^{th}$ episode. OSR uses the oracle stop policy instead of the stop policy of the agent.

4.2.2 Object grounding performance

We also evaluate the object grounding performance of the agent by the success rate of finding the target object (FSR) and the target finding success weighted by inverse path length (FSPL) [16, 17]. FSPL is calculated as $FSPL = \frac{1}{M} \sum_{i=1}^{M} S_{i}^{av} S_{i}^{oc} \cdot \frac{l_{i}^{av}}{\max(l_{i}^{av}, l_{i}^{o})}$, where $S_{i}^{av}$ is whether the agent navigates to the target, $S_{i}^{oc}$ is whether the agent finds a target object bounding box, and $l_{i}^{av}$ and $l_{i}^{o}$ are the navigation trajectory length and ground truth trajectory length, respectively.

4.3. Baselines and Implementation Details

We compare our method with several other baselines as follows. For each task, we compare our method with a number of baselines that use various types of memory (recurrent, sequential, and topological map). For methods implemented with a hierarchical navigation framework, we compare the specific exploitation methods: homing, jump, and local goal search. Homing makes the agent back-track, and jump makes the agent jump to a previously visited node. The hyperparameters and detailed model architecture of Meta-Explore are described in the supplementary material.

4.4. Comparison with Navigation Baselines

We compare our method with navigation baselines. We focus on the success rate and SPL. Rendered results and detailed analyses with other evaluation metrics are provided in the supplementary material. R2R. Table 1 compares the proposed Meta-Explore with baselines for the R2R navigation task. We categorize the baseline methods based on the type of constructed memory and the type of exploitation. Our method outperforms other exploration-only baselines over all types of validation and test splits in success rate and SPL. Compared with hierarchical baselines SMNA [21], Regretful-Agent [22], FAST [35], and SSM [26], Meta-Explore improves success rate and SPL by at least 16.4% and 8.9%, respectively. The main difference is that Meta-Explore constructs a topological map during exploration and uses the map for local goal search in exploitation. On the contrary, homing exploitation policies in SMNA, Regretful-Agent, and FAST only rely on the current trajectory, instead of taking advantage of the constructed memory. Jump exploitation in SSM uses a topological map to search a successful previous node, but it makes an unrealistic assumption that the agent can directly jump to a previously visited distant node and unfairly saves time. In our approach, we plan a path to the local goal based on the topological map. The experiment results reveal that even if we design a hierarchical navigation framework, exploration and exploitation are not entirely separate but they can complement each other.

SOON, REVERIE. Table 2 compares Meta-Explore with baselines in the SOON navigation task. While the proposed method does not improve performance in val seen split, Meta-Explore outperforms other baselines in the test unseen split of SOON for success rate by 17.1% and SPL by 20.6%. This result implies that for the goal-oriented VLN task, high performance in train or val seen splits can be the overfitted result. Because the agent can be easily overfitted to the training data, making a generalizable model or providing a deterministic error-correction module for inference is essential. Meta-Explore chooses the latter approach by correcting the trajectory via exploitation in regretful cases. The evaluation results in the REVERIE navigation task are described in the supplementary material. Meta-Explore shows improvement in the val split of REVERIE for success rate and SPL, but the improvement in the test split is lower than the results in R2R and SOON. We found 252 meaningless object categories (e.g., verbs, adjectives, and prepositions) and 418 replaceable object categories (e.g., typographical errors and synonyms) in the REVERIE dataset. Because our exploitation method utilizes object-based parsing of the given instruction to match with the detected object categories, the effectiveness of the proposed method is lessened due to inaccuracies and inconsistencies in the dataset. We expect to have higher performance if the mistakes in the dataset are fixed.

4.5. Local Goal Search using SOS Features

To discuss the significance of modeling exploitation policy, we conduct specific experiments about choosing the local goal for R2R and SOON. We evaluate our method using different types of local goal search, as shown in Table 3 and 4. Oracle denotes a method which selects a local goal using the ground truth trajectory. The performance of the oracle provides the achievable performance for each dataset. The results imply that local goal search using either

---

1Identical with its original term, Remote Grounding Success (RGS).
2Indicates reproduced results.
spatial or spectral visual representations is more effective than random local goal search. The results show that local
goal search using visual spectral representations, i.e., SOS
features, lead the agent to desirable nodes. We also
compare local goal search with homing and the difference
between the performance of the two methods is most notice-
able in the test split of the SOON navigation task. As shown
in Table 4, choosing the local goal with only spatial-domain
features, the navigation performance does not improve com-
pared to homing. On the contrary, spectral-domain local
goal search shows significant improvement against homing
by 10.4% in success rate, 34.5% on SPL, and 27.4% on
OSR. The results imply that using spectral-domain SOS
features helps high-level decision making, thereby enhanc-
ing the navigation performance. To further show the effec-
tiveness of SOS features, we provide sample local goal
search scenarios in the supplementary material.

Table 1. Comparison and evaluation results of the baselines and our model in the R2R Navigation Task.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Memory</th>
<th>Exploit</th>
<th>Val Seen</th>
<th>Val Unseen</th>
<th>Test Unseen</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>SR↑</td>
<td>SPL↑</td>
<td>TL↓</td>
<td>NE↓</td>
</tr>
<tr>
<td>Human</td>
<td></td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>VLN+BERT [32]</td>
<td>Rec</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SMNAt [21]</td>
<td>Rec</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Regretful-Agent [22]</td>
<td>Rec</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FAST (short) [35]</td>
<td>Rec</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FAST (long) [35]</td>
<td>Rec</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HAMT-e2e [34]</td>
<td>Seq</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Meta-Explore (Ours)</td>
<td>Top. Map</td>
<td>jump</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2. Comparison and evaluation results of the baselines and our model in the SOON Navigation Task.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Memory</th>
<th>Exploit</th>
<th>Val Seen Instruction</th>
<th>Val Seen House</th>
<th>Val Unseen Instruction</th>
<th>Val Unseen House</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>SR↑</td>
<td>SPL↑</td>
<td>OSR↑</td>
<td>FSPL↑</td>
<td>SR↑</td>
</tr>
<tr>
<td>Human</td>
<td></td>
<td>9.1</td>
<td>6.1</td>
<td>0.4</td>
<td>0.9</td>
<td>9.1</td>
</tr>
<tr>
<td>Random</td>
<td></td>
<td>0.0</td>
<td>1.5</td>
<td>0.1</td>
<td>1.4</td>
<td>0.1</td>
</tr>
<tr>
<td>Speaker-Follower [28]</td>
<td>Rec</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>97.9</td>
</tr>
<tr>
<td>RCM [49]</td>
<td>Rec</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>84.0</td>
</tr>
<tr>
<td>AuxRN [23]</td>
<td>Rec</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>98.4</td>
</tr>
<tr>
<td>GBE w/o GÉ</td>
<td>Top. Map</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>89.5</td>
</tr>
<tr>
<td>GBE</td>
<td>Top. Map</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>98.4</td>
</tr>
<tr>
<td>GBE</td>
<td>Top. Map</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>98.4</td>
</tr>
<tr>
<td>DUET [24]</td>
<td>Top. Map</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>94.0</td>
</tr>
<tr>
<td>Meta-Explore (Ours)</td>
<td>Top. Map</td>
<td>jump</td>
<td></td>
<td></td>
<td></td>
<td>100.0</td>
</tr>
</tbody>
</table>

4.6. Ablation Study

We conduct an ablation study to compare the proposed
method against language-triggered hierarchical exploration.
Results in the supplementary material show that among
the three representation domains, spatial, spectral, and lan-
guage, the spectral-domain features enhance navigation per-
formance the most. Additionally, to implicate further ap-
lications of Meta-Explore in continuous environments, we
evaluate our method on the photo-realistic Habitat [50]
simulator to solve image-goal navigation and vision-and
language navigation tasks. Implementation details and re-
sults are included in the supplementary material. Results
show that our method outperforms baselines in both tasks.

5. Conclusion

We have proposed Meta-Explore, a hierarchical naviga-
tion method for VLN, by correcting mistaken short-term ac-
ctions via efficient exploitation. In the exploitation mode, the
agent is directed to a local goal which is inferred to be the
closest to the target. A topological map constructed during
exploration helps the agent to search and plan the short-
est path toward the local goal. To further search beyond
the frontier of the map, we present a novel visual represen-
tation called scene object spectrum (SOS), which compactly
encodes the arrangements and frequencies of nearby objects.
Meta-Explore achieves the highest generalization performance for test splits of R2R, SOON, and val split of
REVERIE navigation tasks by showing less overfitting and
high success rates. We plan to apply Meta-Explore for VLN
tasks in continuous environments in our future work.
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