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Abstract

We propose an approach to estimate the number of samples required for a model to reach a target performance. We find that the power law, the de facto principle to estimate model performance, leads to a large error when using a small dataset (e.g., 5 samples per class) for extrapolation. This is because the log-performance error against the log-dataset size follows a nonlinear progression in the few-shot regime followed by a linear progression in the high-shot regime. We introduce a novel piecewise power law (PPL) that handles the two data regimes differently. To estimate the parameters of the PPL, we introduce a random forest regressor trained via meta learning that generalizes across classification/detection tasks, ResNet/ViT based architectures, and random/pre-trained initializations. The PPL improves the performance estimation on average by 37% across 16 classification and 33% across 10 detection datasets, compared to the power law. We further extend the PPL to provide a confidence bound and use it to limit the prediction horizon that reduces over-estimation of data by 76% on classification and 91% on detection datasets.

1. Introduction

More data translates to better performance, on average, but higher cost. As data requirements scale, there is a natural desire to predict the cost to train a model and what performance it may achieve, as a function of cost, without training. Towards this goal, neural scaling laws [3, 4, 9, 19, 20, 40] have been proposed that suggest that the performance of a model trained on a given dataset size follows a linear fit when plotted on a logarithmic scale (power law in linear scale).

In practice, however, the power law provides only a family of functions and its parameters must be fitted to each specific case for performance prediction. A common use case is one where a small initial dataset is made available and can be used to obtain small-scale performance statistics that are relatively inexpensive to obtain and can be used to fit the power law parameters. Then, the fitted function is used to predict the performance for any dataset size training through extrapolation. This approach is found empirically to generalize across several datasets and deep learning models [40]. However, most applications of power law are done in the high-shot regime. The few-shot regime (e.g., 5 samples/class) is particularly useful given the prevalence of pre-trained initializations available for model training. In the few-shot regime, the performance curve exhibits a nonlinear progression followed by a linear progression, see Figure 1. Thus, data requirements based on the power law can lead to significant errors incurring additional cost for acquiring data.

In this paper, we propose a piecewise power law (PPL) that models the performance as a quadratic curve in the few-shot regime and a linear curve in the high-shot regime in

Figure 1. Performance estimation curves using the powerlaw and piecewise power law (PPL) with estimated confidence. The PPL reduces over-estimation of the power law from 12× to 1.9× in 1 step, and further to 1.2× in 2 steps using the estimated confidence bounds to limit the prediction horizon $n^{(1)}$ in the first step.
the log-log domain, while ensuring continuity during the transition. To estimate the parameters of the PPL, we first identify the switching point between the quadratic and linear curves using PowerRF, a random forest regressor trained via meta-learning, and then use the performance statistics to fit the remaining parameters. We show that our approach provides a better estimation of performance than the power law across several datasets, architectures, and initialization settings. We extend the PPL to provide a confidence estimate that is used to further reduce the error in data estimation. In Figure 1, the confidence estimate controls the maximum number of samples in a step such that the PPL uses two steps to achieve the target performance with 1.2× over-estimation compared to 12× with the power law.

Our contributions are as follows. We propose an improved policy for predicting data size needed to achieve a target accuracy with three main innovations: (1) a piece-wise power law model (PPL) that approximates the performance error curve from low-to-high-shot regime, (2) a meta-learning approach to estimate the parameters of the PPL, and (3) incorporating the confidence interval of the estimates to limit the prediction horizon and reduce error in data estimation. We demonstrate the generalization of the PPL and the meta-model on 16 classification and 10 detection datasets, improving the (a) performance estimates by 37% on classification and 33% on detection datasets and (b) data estimates by 76% on classification and 91% on detection datasets, with respect to the power law.

2. Related work

The power law is considered as the de facto principle for modeling learning curves [1, 3, 9, 19, 20, 30, 40]. It has also been used for analysis and evaluation of design choices such as pre-training, architecture, and data augmentation [20]. The focus of our work, however, is not just to evaluate the fit quality of a predictor on the learning curves but also using it to predict performance through extrapolation and to estimate data requirements to reach a target performance. In a closely related work, Mahmood et al. [30] evaluate the power law along with other models such as the algebraic, arctan, and logarithmic profiles to predict performance and data requirements. They improve the estimates of data requirements via a correction factor and multiple rounds of data collection. In a follow up and concurrent work, Mahmood et al. [31] propose stochastic optimization with the power law as a predictor to estimate data requirements. In contrast to these works, this paper focuses on the few-shot setting (e.g., when an initial dataset has 5 samples per class) where the power law breaks as the log-performance versus log-dataset sizes follows a non-linear progression. We not only propose an extension to the power law by modeling the few-shot and high-shot regimes differently but also introduce a robust strategy that uses model confidence to reduce data estimation errors over multiple rounds.

Several works [2, 6, 19, 40] have shown that the learning curves exhibit multiple regimes. Hestness et al. [19] argue about the existence of three data regimes: small data, power law, and irreducible error. Rosenfeld et al. [40] model the transition from the small data regime to the power law regime using a complex envelope function. However, unlike this paper, they mainly focus on the fit quality across different model and data configurations, and the extrapolation results on few-shot datasets show poor generalization. In a concurrent work, Caballero et al. [6] propose the broken neural scaling law, which is a smoothly interpolated piece-wise linear curve to model different regimes such as initial random fitting, power law, double descent, and saturation. Alabdulmohsin et al. [2] also model the learning curves in multiple regimes. In [2, 6], the setting is different than ours in that (1) a predictor is fit on subsets of JFT300 [44] used for pretraining with evaluation on the downstream datasets, (2) the primary focus is on evaluating the curve fitting and not on estimating data requirements, and (3) the evaluation is done in the very large data regime with millions of samples which is not encountered in real-life models because data is scarce and is usually not enough to saturate the performance of the models. In this paper, we mainly focus on performance extrapolation with a few-shot dataset.

3. Predicting performance and data requirements

We consider the problem of extrapolating the performance (test error) of a trained model, had we trained it on a larger number of samples. This prediction is useful to estimate the data requirements to achieve a given performance target, a fundamental step in the deployment of a model in real-world applications. Specifically, given a model $\mathcal{M}$ trained on a dataset $\mathcal{D}(0)$ with $n(0)$ training samples, we want to predict its performance on dataset sizes $n > n(0)$. We pose this problem in the practical use case of few-shot learning: (1) $\mathcal{D}(0)$ contains only a few samples per class, and (2) $\mathcal{M}$ is fine-tuned after pre-training on ImageNet [10] for classification tasks and COCO [27] for object detection. We denote $v(n)$ as the true performance score of $\mathcal{M}$ obtained by fine-tuning and $\hat{v}(n)$ as the predictor of the performance of $\mathcal{M}$. We choose Top-1 Accuracy for classification and mean Average Precision (mAP) for detection as the score metric.

3.1. Problem statement

**Predicting performance.** For a given dataset, we construct $\mathcal{M}$ subsets $S_{i} \subset S_{i+1} \subset \ldots \subset S_{n} = \mathcal{D}(0) \subset S_{m+1} \subset \ldots \subset S_{\mathcal{M}} = \mathcal{D}^{(\text{FULL})}$. Here $\mathcal{D}(0)$ is the initial dataset we use for extrapolation in practice and $\mathcal{D}^{(\text{FULL})}$ is a larger dataset obtained by adding samples to $\mathcal{D}(0)$. We fine-tune $\mathcal{M}$ on each subset to obtain $\{n_{i}, v(n_{i})\}_{i=1}^{\mathcal{M}}$ sample pairs, where $n_{i} = |S_{i}|$ and $v(n_{i})$ is the performance obtained by the model trained on dataset $S_{i}$. Then, we fit a predictor $\hat{v}(n)$ on samples $\{n_{i}, v(n_{i})\}_{i=1}^{\mathcal{M}}$ and evaluate its extrapolation per-
performance on \{n_i, v(n_i)\}_{i=m+1}^M. Our goal is to build the predictor \(\hat{v}(n)\) such that it achieves the smallest mean prediction error

\[
E_{\text{perf}} = \frac{1}{M-m} \sum_{i=m+1}^{M} |v(n_i) - \hat{v}(n_i)|. \tag{1}
\]

**Predicting data requirements.** Next, we estimate the number of samples that should be added to \(D^{(0)}\) to reach a target performance \(v^*\). To do so, we invert the predictor \(\hat{v}(n)\) and get the first estimate of the data requirements \(n^{(1)} = \hat{v}^{-1}(v^*)\). Due to modeling errors, the first estimate may over/under-estimate the number of samples \(n^* \approx v^{-1}(v^*)\) needed to reach the desired target. In the case of over-estimation, i.e., \(v(n^{(1)}) > v^*\) or equivalently \(n^{(1)} > n^*\), we collect further \(n^{(1)} - n^{(0)}\) samples, where \(n^{(0)} = |D^{(0)}|\), and stop. In the case of under-estimation, it is desirable to update the predictor with the collected data and the corresponding model performance after re-training with the additional performance pair \(\{n^{(1)}, v(n^{(1)})\}\), and to take additional steps to reach the target performance. This is referred to as the data collection problem in [30]. We consider the same setting as [30], where the maximum number of steps is limited to \(T\) since each round of data collection and annotation can be costly to initiate. Specifically, at the \(k\)-th step of the data collection, we fit the predictor \(\hat{v}_k\) on \(\{n_i, v(n_i)\}_{i=1}^m \cup \{n^{(i)}, v(n^{(i)})\}_{i=1}^{k-1}\) to obtain the data requirement estimate \(n^{(k)}\). Our goal is to achieve a small data estimation error \(E_{\text{data}}\), where

\[
E_{\text{data}} = \frac{n^{(K)} - n^*}{n^*}, \tag{2}
\]

\[K = \min\{T, \min\{k : \hat{v}_k(n^{(k)}) > v^*\}\}. \]

\(E_{\text{data}} < 0\) represents an under-estimate and \(E_{\text{data}} > 0\) an over-estimate.

**Challenges in the few-shot setting.** In the few-shot setting, the largest subset used to fit a predictor \(D_m = D^{(0)}\) contains only a few samples per class (e.g., we consider 5 for classification and 10 for object detection). We observe that the power law [9] as a predictor breaks down in this setting when \(n_M \gg n^{(0)}\), i.e., when we extrapolate its performance to the high-shot regime starting from the few-shot regime. To this end, we propose a piecewise power law that models the two regimes differently. In addition, a direct estimate \(n^{(k)} = \hat{v}^{-1}_k(v^*)\) for predicting data requirements is not always the best choice, especially when the size of the initial dataset \(n^{(0)} \ll n^*\), i.e., \(v_1\) is fit to the data samples from the few-shot regime and the target performance can be achieved only in the high-shot regime. We propose a strategy that uses model confidence of the predictor to reduce over-estimation of data requirements, a problem that plagues prior approaches such as the power law.

### 3.2. The piecewise power law (PPL)

We empirically observe that the test error in logarithmic scale \(\log(1 - v(n))\) varies non-linearly as a function of \(\log(n)\) in the few-shot regime and linearly in the high-shot regime, see an illustration in Figure 1. Also, the point of separation of these data regimes differs for every dataset. Thus, we design the predictor \(\hat{v}(n)\) to be smooth and monotonic, such as the power law, but also as a piecewise function that can differentiate between the two data regimes. Additionally, to model the stochasticity in training models on the subsets, we design \(\hat{v}(n)\) to predict both the mean performance and its uncertainty. The uncertainty estimate is used to predict data requirements as outlined in the following section.

To model the nonlinear behavior in the few-shot regime, we consider a quadratic model. Thus, the piecewise power law is defined as

\[
\log(1 - \hat{v}(n; \theta)) = \begin{cases} \theta_1 + \theta_2 \log(n) + \theta_3 \log(n)^2, & \text{if } n \leq N \\ \theta_4 + \theta_5 \log(n), & \text{otherwise} \end{cases} \tag{3}
\]

where \(\{\theta_i\}_{i=1}^5\) are the coefficients of the model and \(N\) is the switching point from a quadratic to a linear function that differentiates between the few-shot and the high-shot data regimes. By enforcing continuity and differentiability at \(N, \theta_4\) and \(\theta_5\) become functions of \(\theta = [\theta_1, \theta_2, \theta_3]^{\top}\) and \(N\). Thus, the piecewise power law (3) effectively has only 4 parameters.

Given the data samples \(\{n_i, v(n_i)\}_{i=1}^m\), we first obtain \(N\) through a meta-model trained on a dictionary of learning curves of several datasets (see Section 3.3 for details), and then derive \(\theta\) by fitting the piecewise model (3) on \(\{n_i, v(n_i)\}_{i=1}^m\) via nonlinear least squares in the logarithmic scale using the Levenberg–Marquardt algorithm on

\[
\min_{\theta} \|y - \hat{y}(\theta)\|^2 \tag{4}
\]

where \(y_i = y_i = \log(1 - v(n_i))\), \(v_i \in \{1, 2, ..., m\}\), \(\hat{y}_i = \hat{y}_i = \log(1 - \hat{v}(n_i))\), \(v_i \in \{1, 2, ..., m\}\).

We estimate the mean \(\mu_v(n)\) and the variance \(\sigma_v^2(n)\) (due to modeling errors) of the predictor as follows. First, we compute the covariance matrix of the parameters [11] as

\[
\Sigma_{\theta} = (J^T J)^{-1}, \quad J = \left[\frac{\partial \hat{y}(\theta)}{\partial \theta}\right]_{m \times 3} \tag{5}
\]

where \(J\) is the Jacobian matrix of \(\hat{y}\) with respect to \(\theta\). By rewriting (3) as \(\hat{y}(n; \theta) = \alpha^{\top}(n)\theta\), we obtain the variance \(\sigma_v^2(n) = \alpha^{\top}(n)\Sigma_{\theta}\alpha(n)\), where \(\alpha(n)\) is given by

\[
\alpha(n) = \begin{cases} [1, \log(n), \log(n)^2], & \text{if } n \leq N \\ [1, \log(n), 2N \log(n) - N^2], & \text{otherwise} \end{cases} \tag{6}
\]

The latter condition for \(n > N\) comes from the continuity and differentiability constraints at \(N\). Now, by assuming \(\hat{y}\) is normally distributed, \(\hat{v} = 1 - \exp(\hat{y})\) is log-normally distributed with mean \(\mu_v\) and variance \(\sigma_v^2\) given by

\[
\mu_v(n) = 1 - \exp\left(\hat{y}(n) + \frac{\sigma_v^2(n)}{2}\right), \tag{7}
\]

\[
\sigma_v^2(n) = \exp\left(\hat{y}(n) + \frac{\sigma_v^2(n)}{2}\right) \sqrt{\exp(\sigma_v^2(n) - 1)} \tag{8}
\]
Using confidence bounds to predict data requirements. The test error in logarithmic scale \( \log(1 - v(n)) \) decays rather slowly in the few-shot regime and we observe that the power law \([9]\) can lead to large over-estimation in data requirements, i.e., \( E_{\text{data}} \gg 0 \); for example, the power law over-estimates by \( 12 \times \) in Figure 1. Increasing the number of steps in the data collection process is not helpful since \( v(n^{(1)}) > v^* \) in the first step itself. We propose a strategy that exploits the model confidence of the predictor to prevent large estimation errors. Specifically, we limit the number of samples in a step such that \( 3\sigma v_k(n(k)) \leq \tau \), where \( \tau \) is the confidence threshold. Under this policy, the number of samples in step \( k \) is determined by

\[
n(k) = \min \left\{ \mu v_k^{-1}(v^*), \sigma v_k^{-1}(\tau/3) \right\}
\]

(9)

where \( v_k \) is fit on \{\( n_i, v(n_i) \)\} \( i=1 \) \( \cup \{n(i), v(n(i))\} \( i=1 \). In Figure 1, we first add \( n^{(1)} \) samples using (9) and then we achieve the target in the next step with \( n^{(2)} \) samples while satisfying \( 3\sigma v_k(n^{(2)}) \leq \tau \). We empirically show that the same \( \tau \) works consistently for all datasets across classification and object detection tasks.

Comparison with the power law. The power law \([9]\) predictor of model performance is given by

\[
1 - \hat{v}(n; \theta) = \theta_1 n^{\theta_2} + \theta_3.
\]

(10)

The model comprises of 3 parameters \( \theta = [\theta_1, \theta_2, \theta_3] \). The special case of the piecewise power law (3) with \( N = 0 \) is equivalent to the power law (10) when \( \theta_3 = 0 \), that is

\[
\log(1 - \hat{v}(n; \theta)) = \theta_1 + \theta_2 \log(n),
\]

(11)

whose parameters can simply be obtained by solving linear regression in the logarithmic space. The parameter \( \theta_3 \) models the asymptotic error of the learning curves. For most datasets we consider in the few-shot setting (with pre-training), we empirically observe that the predictor (11) achieves comparable or smaller \( E_{\text{perf}} \) than predictor (10); see Appendix E.

3.3. Meta-learning for the piecewise power law

We need to estimate four parameters in the piecewise power law (3): \( \theta \in \mathbb{R}^3 \) and \( N \) by fitting on \{\( n_i, v(n_i) \)\} \( i=1 \) \( m \). \( N \) is determined by the transition point between the non-linear and the linear regime. However, identifying an optimal \( N \) is non-trivial given that many choices of \( N \) yield a fit with low errors. We find that a brute-force search that chooses \( N \) based on fitting \{\( n_i, v(n_i) \)\} \( i=1 \) \( m-1 \) and evaluating on \{\( n_m, v(n_m) \)\} is better than the power law in several cases, but still far from the upper bound performance given by the piecewise power law.

To bridge the gap, we propose to learn a meta-model that, given data samples \{\( n_i, v(n_i) \)\} \( i=1 \) \( m \), leverages knowledge from a dictionary of learning curves to predict the switching point \( N \) between the quadratic and the linear functions. Specifically, we train a Random Forest \([5]\) regressor \( F \) via meta-learning to predict

\[
\hat{N} = F(\{\log(n_i), \log(v(n_i))\} \|_{i=1}^m, \log(C)),
\]

(12)

where \( C \) is the number of classes in a dataset. Once the meta-model predicts \( \hat{N} \), other parameters of the piecewise power law are determined by fitting on the subsets of performance pairs with dataset size either smaller or larger than \( \hat{N} \), via the optimization of eq. (4) as described in Section 3.2. We choose to predict only the parameter \( \hat{N} \) using the meta-model as this can be learnt from the statistics of the learning curves, and the other parameters are better estimated from the data samples \{\( n_i, v(n_i) \)\} \( i=1 \) \( m \). We demonstrate in Section 4.5 that the PPL is robust to errors in \( \hat{N} \).

Training and inference using the meta-model. To train the meta-model, we use data samples \{\( n_i, v(n_i) \)\} \( i=1 \) \( M \) from all subsets of both few-shot and high-shot regimes. For discrete choices of \( N \in \{n_1, n_2, \ldots, n_M \} \), we fit the piecewise power law eq. (3) on samples from the few-shot region \{\( n_i, v(n_i) \)\} \( i=1 \) \( M \) and compute the mean prediction error \( E_{\text{perf}} \) as defined in eq. (1). The \( N \) that minimizes the evaluation error is considered to be the ground-truth \( N^* \) for the dataset. We compute \( N^* \) for several datasets and train the meta-model in a leave-one-out (LOO) fashion, i.e., during inference the meta-model used to evaluate on dataset \( D \) is trained on datasets excluding \( D \). In our experiments, we show generalization of the meta-model to several datasets, model architectures, and training settings. Lastly, due to very distinct numbers of object categories in the datasets, we train a separate set of meta-models for classification and object detection tasks.

4. Experiments

Datasets. We evaluate the piecewise power law on 16 classification and 10 detection datasets from diverse domains. The datasets vary widely in terms of complexity measured by number of classes and number of training images. Refer to the dataset statistics in Appendix A.

Subsets used for fitting and evaluation. To provide a comprehensive analysis, we consider different subsets for fitting and evaluation of the performance predictors.

The few-shot setting is the main focus of this paper and is most widely used across all experiments. For most classification datasets with the exceptions listed below, we fit a performance predictor on the 5 subsets comprising of \{1, 2, 3, 4, 5\} samples per class. For Cifar10 and EuroSAT, the subsets for fitting comprise of \{5, 10, 15, 20, 25\} samples per class, and for iCassava \{10, 15, 20, 25, 30\} samples per class to ensure the number of training images in the smallest subset is more than the batch size of 32 used universally across all classification experiments. For all classification datasets, we compute \( E_{\text{perf}} \) (1) on the subsets comprising of \{10, 15, ..., 100\}% of the dataset. For all object detection datasets, we fit a performance predictor on the 5 subsets...
comprising of \{1, 5, 10, 15, 20\} samples per class and compute $E_{\text{perf}}(1)$ on the subsets comprising of \{25, 30, ..., 100\} samples per class. To construct the subsets, we follow the natural k-shot sampling protocol [26]. Due to high variance in the training statistics, we choose a larger number of samples per class for fitting for the detection tasks compared to the classification tasks. We also evaluate our approach in the mid-shot setting for the classification datasets where a predictor is (1) fit on \{10, 15, 20, 25, 30\} % data and evaluated on \{35, 40, ..., 100\} % data, and (2) fit on \{10, 20, 30, 40, 50\} % data and evaluated on \{55, 60, ..., 100\} % data. We repeat all experiments with three different random seeds selecting different sets of images for fitting and evaluation. For the training recipe used to fine-tune and linearly probe the subsets, see Appendix B.

### 4.1. Extrapolation from few-shot to high-shot

We first evaluate the piecewise model in the few-shot setting with the mean prediction error $E_{\text{perf}}(1)$ as the metric for evaluation. We compare the piecewise power law [3] with the power law [9, 30] on classification tasks in Table 1 and object detection tasks Table 2. Other predictors such as algebraic [30], arctan [30], and logarithmic [30] did not perform better in our experiments; we compare with “arctan” here, see others in Appendix C. The upper bound performance of the piecewise power law is denoted by “piecewise GT”. This corresponds to the piecewise model using the ground-truth switching point $N^*$ as described in Section 3.3. Note that the upper bound is not always close to zero because the derivation of $N^*$ utilizes only five data samples from the few-shot regime for fitting the piecewise power law. The “piecewise” power law with the meta-model performs better on 12/16 classification tasks and 9/10 object detection tasks reducing the average mean prediction error of the “powerlaw” by 37% and 33%, respectively. It also achieves lower variance consistently across most datasets. We note that there is still a gap between the performance of the meta-model with respect to the upper bound.

### 4.2. Extrapolation from mid-shot to high-shot

We next evaluate the “piecewise” power law with the meta-model in the mid-shot setting. We show a comparison against the “powerlaw” for classification datasets in Table 3. We consider two scenarios where up to 30% and 50% data is used for fitting the predictors. The meta-model used with the piecewise power law is the same as in Section 4.1. Again, the piecewise power law is better than the power law reducing the average mean prediction errors by 50.0% and 42.8% when using 30% and 50% data for fitting, respectively.
estimates data requirements by a huge margin in several the high-shot regime. As a result, the “powerlaw” over-
eras in Appendix different choices of the target performance corresponding to also show a visualization of under-/over-estimation for dif-
subset with 90% samples of the full dataset detection tasks in Table “powerlaw” for the “piecewise” power law with the meta-model against the of samples after which is a measure of under- or over-estimation of number of samples after Table 4. Left: Data estimation error different performance targets obtained by using {50, 60, 70, 80, 90}% of the full dataset (more datasets in Appendix D).

tively, and achieving lower variance at the same time.

4.3. Prediction of data requirements to reach target performance

We provide results for the maximum number of steps \( T \in \{1, 5\} \) and compute the data estimation error \( \mathcal{E}_{\text{data}} \), which is a measure of under- or over-estimation of number of samples after \( T \) steps of data collection. We compare the “piecewise” power law with the meta-model against the “powerlaw” for \( v^* = v(n_{\%0\%}) \) for both classification and detection tasks in Table 4. Here, \( n_{\%0\%} \) corresponds to the subset with 90% samples of the full dataset \( \mathcal{D}_{\text{FULL}} \). We also show a visualization of under-/over-estimation for different choices of the target performance corresponding to \{50, 60, 70, 80, 90\}% data for some datasets here (and oth-
ers in Appendix D). In the few-shot regime, the test error decays slowly in the logarithmic scale as compared to the high-shot regime. As a result, the “powerlaw” over-
estimates data requirements by a huge margin in several cases across both classification and detection tasks even with 1-step \( (T = 1) \); all estimates more than 1000 are de-
noted as “inf” in Table 4. In the cases where the power law under-estimates the performance, increasing the number of steps to \( T = 5 \) helps reduce the data estimation error, as previously suggested in [30]. We can further reduce the data estimation error by two complementary ways. First, we improve the quality of the predictor, i.e., replace the power law by the piecewise power law. We immediately see that “piecewise” reduces large overestimation by improving the quality of extrapolation. Since the piecewise predictor is still not perfect, we further reduce the error by controlling the step sizes \( (9) \) using the confidence bounds. As a result, “piecewise 5-step 5%” (referring to \( \tau = 5\% \)) demonstrates lower data estimation error on 13/16 classification tasks and 9/10 detection tasks compared to “powerlaw 5-step”, and consistently achieves small error with exceptions of Decathlon DTD (1.3) and Comic (2.7). “avg. steps” denotes the average number of steps taken across different random seeds with “piecewise 5-step 5%”. We compute the aver-
4.4. Generalization of the meta-model

In this section, we show generalization of the meta-model to several datasets, model architectures, and training settings. We use the same meta-model trained according to the procedure described in Section 3.3 across all scenarios listed below. Unless noted otherwise, we follow the few-shot setting to construct the subsets for fitting and evaluation, with the mean prediction error $E_{\text{perf}}$ (1) as the metric for evaluation.

**Different architectures.** The meta-model is trained on learning curves of ResNet-18 [16]. Here, we show its generalization to a more complex architecture ResNet-50 and a different architecture ViT-B/16-224 [23]. All networks are initialized with ImageNet pre-trained weights. The piecewise power law works better than the power law on 15/16 classification tasks with ResNet-50 and 14/16 tasks with ViT-B/16; see “ResNet-50 finetune” and “ViT-B/16 fine-tune” in Table 5.

**Linear probing.** The meta-model is trained on the data samples from fine-tuning on the subsets with ImageNet pre-trained weights. We show that the piecewise power law with same meta-model also generalizes while linear probing on the subsets (again with ImageNet pre-trained weights) performs better than the power law on 13/16 classification tasks; see “ResNet-18 linear” in Table 5.

**Fixed learning rate.** The meta-model is trained after running HPO over 3 different learning rates in {0.001, 0.005, 0.01} while fine-tuning on the subsets; see more details in Appendix B. However, should it be desirable to use a fixed learning rate (we choose 0.001) during fine-tuning on the subsets due to limited compute, we show that the meta-model also generalizes in this scenario; see “ResNet-18 fixed LR” in Table 5.

**Training from scratch.** We next show that the meta-model trained with data samples from fine-tuning ResNet-18 network with pre-trained models (ImageNet initialization) generalizes to training ResNet-18 network from scratch (random initialization). In this case, we follow the settings by Mahmood et al [30] for constructing the subsets for fitting and evaluation of the predictors. Specifically, we fit on subsets with {2, 4, 6, 8, 10}% data and do evaluation on {20, 30, ..., 100}% data using the root mean squared error (RMSE) as the metric for evaluation. The “piecewise” power law with the meta-model achieves 67% error reduction on Cifar10 and 37% on Cifar100 with respect to the “powerlaw” (see Table 6). For completeness, we also reproduce results from [30]; however, we note that the numbers may not be comparable due to different subsets and training recipes. We provide a comparison with algebraic [30] and logarithmic [30] in Appendix F.

4.5. Ablation studies

**Comparison of the meta-model with baselines.** A simple baseline is to choose the switch point as the number of...
samples in the smallest subset, i.e., $N = n_1$. We refer to it as “linear” baseline since the piecewise power law reduces to a linear predictor in logarithmic scale (see eq. (11)). A second baseline is to find a “brute-force” solution that minimizes the error of the piecewise power law fit on the first 4 subsets $\{n_i, v(n_i)\}_{i=1}^4$ and evaluated on the last subset $\{n_5, v(n_5)\}$. Note the subtle difference with respect to the procedure to compute the ground-truth $N^*$ in Section 3.3 where the piecewise power law is fit on all 5 subsets $\{n_i, v(n_i)\}_{i=1}^5$ and evaluated on the subsets in the high-shot regime. We observe that different methods work better for different tasks but on average the “meta-model” works best by reducing the average mean prediction error by 21.6% and 19.1% on ResNet-18 and ResNet-50, respectively, compared to the “brute-force” (next best) method. See results in Appendix G. We also note that even the “brute-force” method works better than the power law (see Table 1 for a comparison) thus demonstrating the strength of the piecewise power law.

Quality of predictions of the meta-model. We compare the predictions of the meta-model against the ground-truth (GT) $N^*$ for all classification and detection tasks in Figure 2 (left). We normalize the values by the number of classes in the dataset to plot them on a similar scale. Most predictions lie within $[1/3N^*, 3N^*]$. We observe that despite large errors in predictions, the meta-model performs better compared to the baselines in Table 1 because the piecewise power law has high tolerance to the errors in the switch point $N$. To demonstrate this, we evaluate two more choices of $N$ corresponding to $\{1/3N^*, 3N^*\}$ and compare the mean prediction error in Figure 2 (right) (see an elaborate comparison in Appendix H). Both of them perform better than the power law on most datasets.

Adaptability of the meta-model. For a given dataset, we expect the training statistics on the subsets to change if we fine-tune on the subsets differently, for example if we choose a different network architecture. Hence the learning curves in these cases are also expected to be different. In Figure 3, we show an example where the learning curve starts to exhibit linear behavior for a smaller $N$ with ViT-B/16 as compared to ResNet-18 on CUB200. The meta-model adapts to this change and predicts a smaller switching point.

5. Conclusion

Learning curves are better modeled by a non-linear function in the few-shot regime and a linear function in the high-shot regime. The widely used power law best explains only the high-shot regime of the curve. Our results show that by modeling both regimes differently with a piecewise power law (PPL) leads to lower extrapolation error on average. Further, using the confidence bound of the PPL prevents large data estimation errors to reach a target performance. However, the transition between the non-linear and linear regimes varies depending on the dataset, initializations, and even network architectures. We find that a meta learning based approach that uses statistics of the learning curves is useful to estimate the transition point. Learning curves could exhibit other phenomena such as double descent and saturation in the very high data regimes. We do not observe these phenomena with datasets used in this paper. Potentially, the proposed PPL can be extended to model double descent and saturation. We leave that for future work.
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