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Abstract

Contrastive learning is a self-supervised representation learning method that achieves milestone performance in various classification tasks. However, due to its unsupervised fashion, it suffers from the false negative sample problem: randomly drawn negative samples that are assumed to have a different label but actually have the same label as the anchor. This deteriorates the performance of contrastive learning as it contradicts the motivation of contrasting semantically similar and dissimilar pairs. This raised the attention and the importance of finding legitimate negative samples, which should be addressed by distinguishing between 1) true vs. false negatives; 2) easy vs. hard negatives. However, previous works were limited to the statistical approach to handle false negative and hard negative samples with hyperparameters tuning. In this paper, we go beyond the statistical approach and explore the connection between hard negative samples and data bias. We introduce a novel debiased contrastive learning method to explore hard negatives by relative difficulty referencing the bias amplifying counterpart. We propose triplet loss for training a biased encoder that focuses more on easy negative samples. We theoretically show that the triplet loss amplifies the bias in self-supervised representation learning. Finally, we empirically show the proposed method improves downstream classification performance.

1. Introduction

The key idea of contrastive learning [4, 5, 31] is to learn the representation that projects samples from the same class to be closer to each other than samples from different classes in the embedding space. To ensure this property in an unsupervised manner, we randomly draw a sample (anchor, \( x^a \)) and enforce it to stay closer to its own augmentations (positive samples, \( x^+ \)) and be apart from the other samples (negative samples, \( x^- \)) also randomly drawn from the same training dataset. Such approach achieves superior performance over conventional supervised classification methods in various tasks, such as object detection [12, 39, 43] and natural language processing [28].

Recent works study sampling methods to draw good-quality positive and negative samples to train effective self-supervised contrastive learning models. Various augmentation and positive sampling techniques are developed to boost the performance and generalization. For example, random noise perturbations [4, 7, 39] are adopted in the computer vision domain to preserve semantic information such as random cropping, random noise injection, and tilting. Unlike positive sampling, finding legitimate negative samples is not a trivial problem. First, negative samples are not guaranteed to have a different class from the anchor [8, 19] due to the unsupervised fashion of contrastive learning. Thus, the debiasing method [8] was proposed to address this false negatives problem by decomposing the marginal data distribution. Second, finding hard negative samples, i.e., hard to distinguish from the anchor, is crucial as they are more informative [36]. Supervised contrastive learning [19] validated the importance of hard negative mining. However, this has been rarely studied in the literature.

In supervised learning, e.g., classification, some works observed hard samples are related to data bias. Because some models tend to be misled by some correlation between biasing attributes and target labels, such as texture, color, and background in image classification [2, 25], and race and gender in face recognition [17], samples against such correlation are likely to be hard samples. For instance, in the animal classification task, if most bird images in the training set are assumed to have sky as a background instead of others, sky would be strongly correlated with the class bird. However, birds may also exist in other backgrounds, such as water, rock, etc. We can consider these birds in the background other than the sky as bias-conflicting samples. Then, it is natural to emphasize bias-conflicting samples (birds on water) more than bias-aligned ones (birds in the sky) for better performance and generalization as they are more informative. From the contrastive learning view-
point, these bias-conflicting samples are likely to be hard to distinguish from the anchor (e.g., frog on water) and are naturally linked to hard negatives in the representation space.

To address this, some methods [2, 20] specified the bias based on empirical observations on the task. For example, CNN is known to be biased towards the texture [10]. Bahng et al. [2] proposed an adversary that focuses exclusively on texture and limits the size of the receptive field of the convolutional layer to predict the target. However, it is almost infeasible to pre-define the bias attributes for each task, and also, the debiasing would be limited to the specified attributes. Recent studies [25, 26, 30] proposed to emphasize bias-conflicting samples by up-weighting hard samples without pre-defined bias information in the supervised classification task. Yet, this approach is limited to classification tasks. Despite the importance of finding hard negatives [36], little attention is paid to finding bias-conflicting samples in self-supervised representation learning methods.

Unlike the previous studies, we delve into the question: what makes a sample hard negative or easy negative in self-supervised learning? To the best of our knowledge, few studies in contrastive learning have been done from this perspective. In this work, we propose a novel contrastive learning method to effectively find hard negative samples from the data bias perspective. We employ triplet loss [38] to learn bias-amplified representations in a self-supervised manner. In Section 5.2, we theoretically show that minimizing triplet loss enforces a model to focus on easy samples and ignores hard samples. Along with the biased model, we train the debiased model based on the relative difficulty of each sample by measuring relative distance between the representation from two models and the anchor as the surrogate of sample difficulty.

The contribution of this work is summarized as follows:

1. We propose a debiased contrastive learning method that addresses two types of biases: hard vs. easy negatives and true vs. false negatives.

2. We introduce triplet loss to amplify the bias in the representation space, which serves as an effective surrogate for learning the relative difficulty of samples in self-supervised contrastive learning.

3. We empirically validate that our learned representation achieves higher accuracy and reduced bias in downstream tasks compared with related methods in image and tabular data classification.

2. Related Work

Contrastive Representation Learning

Contrastive learning is a self-supervised representation method. Recent studies in contrastive learning [14, 43] empirically showed that it improves both performance and robustness in downstream tasks in various domains, including NLP and computer vision. Contrastive learning enforces a sampled data (anchor) to stay closer to its own augmentations (positive samples) and apart from other samples (negative samples) randomly drawn from the dataset. To address the limitation of self-supervised contrastive learning, the debiasing method [8] was introduced to correct the sampling of negative data points. For better negative mining, the importance sampling technique [36] was proposed to further accentuate hard negative samples. Mixing strategy [18] and adversarial attack [44] were proposed to improve the quality of negative samples at the feature level. Furthermore, a recent study [15] suggests canceling out false negatives to minimize their negative impact.

On top of that, supervised method [19] shows that the network can weigh more on hard positive/negative samples and become robust to the perturbations. Even in the supervised setting, Park et al. [33] point out that contrastive learning suffers from underfitting problem on bias-conflicting samples when the data distribution is skewed. However, few studies have been done on the connection between negative sampling and data bias in self-supervised contrastive learning. This is an important problem as most real-world scenarios have underlying biases (whether they are known or unknown), and they have a potential risk of discrimination or reliability issues in downstream tasks.

Debiasing in Classification Task

Meanwhile, mitigating bias has been actively studied in the classification task. Given the pre-defined biases, e.g., color or texture, the debiased models are trained adversarially with the bias-targeted models [2, 42]. However, the bias features are not always obvious, which makes the process demanding, and it is hard to generalize to a different setting. Some recent approaches [3, 24, 26, 30] explore the intuition that bias-conflicting samples are likely to be the samples that are hard to learn. Nam et al. [30] proposed to learn a debiased model by examining the relative difficulty of a sample compared with the biased models. However, these methods have limited use cases as they use require ground truth label to find bias conflicting samples.

To the best of our knowledge, this work is the first that employs bias-amplifying approach in a self-supervised manner to train the biased encoder. The biased encoder is utilized to debias the representation learning process, which leads to better generalization and bias mitigation.

3. Motivation

Per the goal of contrastive learning, we want positive samples to be close to the anchor and negative samples to be apart from the anchor. In the data bias perspective, the bias-conflicting negative sample would be semantically similar.
to the anchor even though it is from a different class. As a result, it is likely to be embedded close to the anchor, i.e., hard negatives, as the cosine similarity is proportional to the distance between two samples as $||x - y||^2 \propto -2x^\top y$. Similarly, the bias-conflicting positive samples are likely to be far from the anchor, i.e., hard positives, respectively. In contrast, bias-aligned negative (resp. positive) samples would be embedded far (resp. close) to the anchor and easily distinguished. In the following context, we use bias-conflicting/aligned and hard/easy interchangeably.

To address the biased representation learning, we need to focus on hard positive/negative samples. However, positive/negative samples are simple augmentations of the anchors in most cases, we would focus on hard negative samples. Figure 1 illustrates the anchor $z^\ast$ and corresponding hard negative samples $z_{\text{hard}}$, easy negatives $z_{\text{easy}}$, and positive samples $z^+$ in embedded space.

Suppose there exists a biased encoder $E_b$ that amplifies the bias in learned representation than the non-bias-amplifying encoder $E$. Then the embedding $z_{\text{hard,b}}$ of a hard negative sample $x_{\text{hard}}$ from $E_b$ would be embedded closer to the anchor than the embedding $z_{\text{hard}}$ from the other encoder $E$, i.e., $D(z^\ast, z_{\text{hard,b}}) < D(z^\ast, z_{\text{hard}})$, where $D(\cdot, \cdot)$ is a distance between two points. Oppositely, the embedding of an easy negative sample from the biased encoder $E_b$ would be further apart from the anchor than the embedding from the other encoder, i.e., $D(z^\ast, z_{\text{easy,b}}) > D(z^\ast, z_{\text{easy}})$. If we have such bias-amplifying encoder, we can estimate the difficulty of negative samples by comparing the relative distance between the anchor and negative sample from the two encoders.

4. Problem Definition

Here, we consider the image classification task as an example. Let $x \in \mathbb{R}^{w \times h} \sim p(x)$ be an image. We denote $z = E(x)$ as an embedding of $x$ by an encoder $E$.


Contrastive learning takes three components as the input: an anchor $x^0 \sim p(x)$, $N$ positive samples $\{x^{+ (i)}\}_{i=1}^N \sim p^+(x^0 | x)$ that are semantically similar to $x$, and $M$ negative samples $\{x^{-(j)}\}_{j=1}^M \sim p(x)$. The positive samples are usually augmented from $x$, while the negative samples are randomly drawn from the same training set as the anchor is drawn from. Contrastive learning aims to learn a representation $E : \mathcal{X} \rightarrow \mathcal{Z} \subseteq \mathbb{R}^d$ that maps $x$ to a hypersphere $S^{d-1} / t \subset \mathbb{R}^d$ of radius $1 / t$, where $t$ is a scaling hyperparameter and also known as temperature, such that the similar pair $(x^0, x^+)$ stay close and all dissimilar pairs $\{(x^i, x^-)\}_{M=1}^M$ are far apart in the normalized embedded space $\mathcal{Z}$ provided by $E$. To achieve the goal, $E$ is optimized to minimize the following:

$$\mathbb{E}_{x^0, x^+, x^-} \left[ - \log \frac{e^{E(x^0)\top E(x^+)}}{e^{E(x^0)\top E(x^+)} + \sum_{j=1}^{M} e^{E(x^0)\top E(x^{-j})}} \right].$$

4.2. Debiased Contrastive Learning

Finding legitimate negative samples takes a significant role in training an effective contrastive learning model, which should be addressed by distinguishing between 1) true vs. false negative; 2) easy vs. hard negative.

4.2.1. Debias False Negative [8]

Not all negatives are necessarily true negative samples in the unsupervised setting, i.e., there can be negative samples that have the same class as the anchor. To compensate this, we decompose the marginal data distribution $p(x)$ as

$$p(x) = \tau^+ p^+(x) + \tau^- p^-(x),$$

(1)

where $\tau^+ = p(y)$ is class probability which is assumed to be uniform, and $\tau^- = 1 - \tau^+$ be the probability of observing different classes from $y$. Then naive $p^-(x)$ can be substituted by $(p(x) - \tau^+ p^+(x)) / \tau^-$. Thus, instead of the distance term w.r.t. the negative sample in the second term of the denominator of (4.1), we have

$$\mathbb{E}_{x^0, x^+, x^-} \left[ - \log \frac{e^{E(x^0)\top E(x^+)}}{e^{E(x^0)\top E(x^+)} + g} \right],$$

(2)

where

$$g = \frac{1}{1 - \tau^+} \left( \mathbb{E}_{x^0 \sim p(x)} [e^{E(x^0)\top E(x^-)}] - \tau^+ \mathbb{E}_{x^0 \sim p^+(x)} [e^{E(x^0)\top E(x^-)}] \right),$$

(3)

to debias wrongly selected negative samples when taking the limit $M \rightarrow \infty$. 

Figure 1. Illustration of the motivating example. For better performance and mitigating bias, we want to emphasize more on hard negative samples $z_{\text{hard}}$ (dark red, which are closer to the anchor $z^\ast$ (black cross)) than easy negatives $z_{\text{easy}}$ (light red).
4.2.2 Hard Negative Mining [36]

It is not a trivial problem to effectively distinguish hard/easy negatives. Importance sampling technique is proposed to focus on hard negative samples. Instead of \( p(x) \), they propose to sample from \( q(x) \propto e^{\beta E(x)^T E(x^-)} p(x) \), which is an unnormalized distribution proportional to the similarity between two samples. With importance sampling techniques, we can express negative samples as

\[
E_{x^- \sim q(x)} \left[ E(x^+) E(x^-) / Z_{\beta} \right] = \mathbb{E}_{x^- \sim p(x)} \left[ e^{(\beta+1) E(x^+) E(x^-)} / Z_{\beta} \right],
\]

with the partition function \( Z_{\beta} \) of \( q(x) \) as \( Z_{\beta} = \mathbb{E}_p \left[ e^{\beta E(x^+) E(x^-)} \right] \), and the same applies to \( q^+(x) \). By substituting two expectations over \( p(x) \) and \( p^+(x) \) in (3) with expectations over \( q(x) \) and \( q^+(x) \), we draw negative samples proportional to the similarity between the anchor.

However, with this importance sampling technique, we also have to sample positive samples with high similarity with the anchor, i.e., easy positives or bias-aligning positives, for debiasing. Moreover, the debiasing term of \( q^+ \) in the last term in (3) with \( q^+ \) forces easy positive to be farther apart from the anchor as we minimize the contrastive loss. This makes trade-off between hard negatives and easy positives and can potentially risk the training unstable. Also, they have an additional similarity weighting hyperparameter \( \beta \), which requires extra effort to tune.

5. Difficulty based Debiasing Methods

In this section, we demonstrate the debiasing methods which leverage relative difficulty by comparing with the biased model. We first introduce the existing supervised method and the shortcoming of the works. Then we describe how our proposed method addresses the limitations.

5.1. Bias Amplification in Supervised Setting

Here we consider the binary classification task for simplicity, but this can be generalized to multi-class classification. Denote \( x \) as the input and \( y \) as the binary target label. The classifier \( C \) outputs probabilistic prediction, i.e., \( C(x) \in [0, 1] \). We train a debiased classifier \( C_d \) by comparing a relative loss with a biased classifier \( C_b \).

To train a biased classifier \( C_b \), recent works [25, 30] employ generalized cross entropy (GCE) [45] as:

\[
L_{GCE}(C_b(x; \theta_b), y) = \frac{1 - (C_b(x; \theta_b) - (1 - y))^q}{q},
\]

where \( q \in (0, 1] \) as a hyperparameter and \( \theta_b \) is learnable parameter of \( C_b \). Based on the gradient of GCE, we can easily show that GCE loss weights more on samples where the softmax prediction \( C_b(x) \) matches the target label \( y \):

\[
\frac{\partial L_{GCE}(C_b(x; \theta_b), y)}{\partial \theta} = (C_b(x; \theta_b) - (1 - y))^q \cdot \frac{\partial L_{GCE}}{\partial \theta}.
\]

Thus, training \( C_b \) to minimize \( L_{GCE} \) makes the classifier to focus more on easy samples.

To train a debiased classifier \( C_d \), the relative difficulty is adopted, which is to compare the prediction \( C_d(x) \) with \( C_d(y) \). To be specific, we weigh more on the samples with higher CE loss from the output of \( C_b \) than that of \( C_d \) as \( C_b \) is more inattentive to the hard samples due to the nature of GCE loss. In other words, the relative difficulty for each sample \( x \) can be formulated as:

\[
w(x) = \frac{L_{GCE}(C_b(x; \theta_b), y)}{L_{GCE}(C_d(x; \theta_d), y) + L_{GCE}(C_b(x; \theta_b), y)},
\]

by comparing CE loss from \( C_b \) and \( C_d \). Minimizing weighted cross entropy loss as (4) enforces the classifier \( C_b \) to concentrate on hard samples.

\[
\arg\min_{\theta_d} w(x; \theta_b, \theta_d) \cdot L_{GCE}(C_d(x; \theta_d), y)
\]

However, such debiasing method is inapplicable in self-supervised contrastive learning methods as \( L_{GCE} \) requires target label \( y \).

5.2. Debiased Contrastive Learning with Difficulty-based Sampling

In previous works, GCE loss was employed to amplify the bias in classification tasks, however, this is not applicable in self-supervised learning. Inspired by the approach in Section 5.1, we extend the concept of referencing a biased model to self-supervised learning and propose debiased contrastive learning with relative difficulty. Unlike existing contrastive learning methods, our model consists of two encoders \( E_d \) and \( E_b \). We want \( E_d \) to effectively handle hard negative samples that can mitigate bias and \( E_b \) to intentionally amplify bias that focuses only on easy samples.

Inspired by previous supervised learning works in identity classification [38] and supervised contrastive learning [19], we employ triplet loss to amplify the bias in \( E_b \). However, previously triplet loss is used in a supervised manner, which does not apply in our setting without labels. To address this, we introduce the self-supervised triplet loss as:

\[
L_{tri} = \mathbb{E}[||E_b(x^a) - E_b(x^+)||^2_2 - ||E_b(x^a) - E_b(x^-)||^2_2].
\]

When we update \( E_b \) to minimize \( L_{tri} \) with gradient descent,

\[
\nabla_{\theta} L_{tri} = \mathbb{E} \left[ 2\Delta^+ \nabla \left( E_b(x^a) - E_b(x^+) \right) \right] - \mathbb{E} \left[ 2\Delta^- \nabla \left( E_b(x^a) - E_b(x^-) \right) \right],
\]

where \( \theta \) is the learnable parameter of \( E_b \) and

\[
\Delta^+ = E_b(x^a) - E_b(x^+), \quad \Delta^- = E_b(x^a) - E_b(x^-),
\]
Figure 2. The overall structure of the proposed debiased contrastive learning method. Given the input \((x^a, x^+, x^-)\), identically structured biased encoder \(E_b\) and debiased encoder \(E_d\) project the data into the latent space. The biased encoder \(E_b\) focuses heavily on easy samples that amplifies bias by minimizing \(L_{tri}\). To train the debiased encoder \(E_d\), we leverage the relative difficulty by referencing the biased representation from \(E_b\). We compare the distance between \(D(z_a^d, z_a^d)\) and \(D(z_b^b, z_b^b)\) to compute the relative difficulty \(w\). The smaller the relative distance \(D(z_a^d, z_a^d)\) compared with \(D(z_b^b, z_b^b)\), the higher weight is assigned to the negative sample, \(i.e., w \gg 1\). The debiased encoder \(E_d\) is trained to minimize \(L_{w-ctr}\), that up-weights hard negative samples by multiplying this difficulty function \(w\).

measures the distance between the anchor and positive/negative samples.

Suppose we have two negative samples \(x^{-(1)}\) and \(x^{-(2)}\). If \(x^{-(1)}\) is closely located in embedding space, \(i.e., \Delta^- \approx 0\), the triplet loss would ignore the sample. In contrast, even if \(x^{-(2)}\) is well distinguished from the anchor, it can dominate the update as it is proportional to the distance \(\Delta^-\). Thus, when we train an encoder with triplet loss, we can amplify the bias as easy negatives are more heavily weighted than hard negatives.

Someone might question that \(\Delta^+\) would focus on hard positives, which contradicts our intention to amplify the bias. However, it is worth mentioning that \(x^+\) is an augmentation of \(x^-\) with small perturbations \(e.g.,\) additive random noise, cropping, etc. Thus in practice, \(\Delta^+\) are small enough that \(\Delta^-\) dominates the gradient of the triplet loss in (6). Moreover, we debias the false negative and replace the second term in (5) similar to (2) as we adopt triplet loss in self-supervised setting:

\[
\frac{1}{\tau} \left( E_{x^- \sim p} ||E_b(x^-) - E_b(x^-)||^2 \right) - \tau^+ E_{x^+ \sim p^+} \left[ ||E_b(x^+) - E_b(x^+)||^2 \right].
\]

Now, we introduce how to learn debiased encoder \(E_d\) parallely with \(E_p\). Unlike traditional contrastive learning in (4.1), we weight each negative sample differently by relative difficulty as

\[
w((z_a^d, z_a^d), (z_b^b, z_b^b)) = 1 + \frac{\hat{D}(z_a^d, z_a^d)}{D(z_a^d, z_a^d) + D(z_a^d, z_a^b)},
\]

where \(\hat{D}(\cdot, \cdot)\) is euclidean distance normalized in a batch. In other words, the normalized euclidean distance between representation from \(E_i\) can be expressed as

\[
\hat{D}(z_a^d, z_a^d) = \frac{D(z_a^d, z_a^d)}{\max_{(x^a, x^-) \in B} D(E_i(x^a), E_i(x^-))},
\]

where \(z_a^d = E_i(x^a), \forall (x^a, x^-) \in B\). We normalize the distance to limit the maximum distance of a pair from each encoder \(E_i\) to 1. This allows us to compare the relative distance of a pair between two encoders \(E_b\) and \(E_d\) in different latent spaces. Moreover, measuring relative difficulty by simply comparing the outcome from different encoders allows us to avoid demanding hyperparameter tuning.

This relative difficulty function \(w \approx 2\) when negative sample is hard negative, \(i.e., x^- \gg x^b\), and \(w \approx 1\) when the negative sample is easy negative, \(i.e., x^- \ll x^b\). In other words, we can penalize more on bias-conflicting samples by multiplying relative difficulty function \(w\) as

\[
E \left[ -\log \frac{e^{E(x^a)^T E(x^+)} + w(z^a, z^-_b, z^-_a) e^{E(x^a)^T E(x^-)}}{e^{E(x^a)^T E(x^+)} + w(z^a, z^-_b, z^-_a) e^{E(x^a)^T E(x^-)}} \right].
\]

Here we use the anchor as a reference point to measure relative difficulty instead of directly comparing the distance between two embeddings of negative samples. This is because the latent space is the hypersphere with a radius \(1/\tau\).
Algorithm 1: Debiased Contrastive Learning via Difficulty-based Sampling

**Input** training set $\mathcal{X}$, learning rate $\alpha$, epoch $n$  
**Output** Debiased encoder $E_d$ and biased encoder $E_b$. Randomly Initialize parameters $\theta_d$ and $\theta_b$ for encoders $E_d$ and $E_b$, respectively. 

while not converge do 
  for $t = 1, 2, \ldots, n$ do 
    for $x_{ti}$ in the $t$-th mini-batch $\mathcal{X}_t$ do 
      1. Draw positive/negative samples for each anchor $x^+_{ti}$ and embed to latent space 
         
         $$
         x^+_{ti} \in \text{Aug}(x^a_{ti}), \quad x^-_{ti} \in \mathcal{X}_t \setminus \{x^a_{ti}\}
         $$

         $$
         z^{(a,+,-)}_{d,ti} := E_d(x^{a,+,-}_{ti}),
         $$

         $$
         z^{(a,+,-)}_{b,ti} := E_b(x^{a,+,-}_{ti}).
         $$

      2. Compute relative difficulty $w$

         $$
         w((z^a_{d,ti}, z^a_{b,ti}), (z^b_{d,ti}, z^b_{b,ti})) = 1 + \frac{\tilde{D}(z^a_{d,ti}, z^a_{b,ti})}{\tilde{D}(z^a_{d,ti}, z^a_{d,ti}) + \tilde{D}(z^a_{b,ti}, z^b_{b,ti})},
         $$

      where $\tilde{D}(\cdot, \cdot)$ is the normalized distance among the batch $\mathcal{X}_t$

      3. Update $E_b$ and $E_d$ (with relative difficulty $w$ from Step 2) by updating $\theta_b$ and $\theta_d$ as

         $$
         \theta_b \leftarrow \theta_b - \alpha \nabla \theta_b \frac{1}{|\mathcal{X}_t|} \sum_{x_t} \hat{L}_{tri}(z^a_{d,ti}, z^+_{d,ti}, z^-_{d,ti})
         $$

         $$
         \theta_d \leftarrow \theta_d - \alpha \nabla \theta_d \frac{1}{|\mathcal{X}_t|} \sum_{x_t} \hat{L}_{w-ctrib}(z^a_{b,ti}, z^+_{b,ti}, z^-_{b,ti})
         $$

   end for 
  end for 
end while 

so that two embeddings can be distant apart even though both are similar to the anchor point. If we are given $\tau^+$ (as shown in (1)) in advance or use it as a hyperparameter, we can further mitigate wrongly selected negative samples and our final loss is as

$$
L_{wcl} = \mathbb{E} \left[ - \log \frac{e^{g' x^+_{d,ti}}}{e^{g' x^+_{d,ti}} + g'} \right],
$$

where $g' = \frac{1}{\tau^+} (w(z^a_{b,ti}, z^-_{b,ti}) - e^{x^+_{d,ti}} - \tau^+ e^{x^+_{d,ti}})$. Then our final objective is to minimize the loss $w.r.t.$ both $\theta_d$ and $\theta_b$ as

$$
\arg\min_{\theta_d, \theta_b} \left\{ L := L_{tri} + L_{wcl} \right\},
$$

The overview of the proposed representation learning method is illustrated in Figure 2. As in the figure, negative samples have different weights based on the relative difficulty, and hard negatives have larger weights, i.e., $w_{hard} \gg w_{easy}$. Algorithm 1 describes the updating scheme of our method. We denote $\hat{L}$ as an empirical version of each loss.

6. Experiments

In this section, we evaluate the validity of the proposed method by comparing it with state-of-the-art methods of image classification and classification on fairness benchmarks.

6.1. Image Classification

We evaluate our model (WCL) with the related methods for debiased contrastive learning that are discussed in Section 4.2: DCL [8] and HCL [36]. We compare the methods on the famous image classification datasets: CIFAR-10, CIFAR-100 [23], CelebA [27], Waterbirds [37]. For CIFAR-10 and CIFAR-100, we use ResNet50 [13] as the backbone encoder structure, and ResNet18 for all other datasets. For our method, the biased encoder with triplet loss, $E_b$, also has the same structure with the same optimization scheme. For CelebA dataset, we consider attractiveness as target label by following the previous works [32, 34] in bias mitigation. Attractive males are known to have the worst accuracy compared to other groups. The Waterbirds dataset predicts whether the bird in the image is waterbird or landbird, and the background (water or land) is known to make bias.

All models are trained for 500 epochs and $N = 1$ as $M = 254$ and batch size is 128. By following the previous works [8, 36], we use $\tau^+ = 0.1$ for CIFAR-10, 0.05 for CIFAR-100, and 0.3 for CelebA and Waterbirds dataset, respectively. We use $\beta = 1$ for HCL. We also set temperature $t = 0.5$ for all methods. For the downstream classification task, we conducted linear probing trained on the output of the penultimate layer of each model. We conducted all experiments on AMD 3860X CPU and RTX3090 GPUs.

6.1.1 Quantitative Results

In Table 1, we show the results of test accuracy on CIFAR-10 and CIFAR-100. ACC (worst) indicates the worst class accuracy, which is considered to be mostly biased against. Here, we include JTT [26] which aims to debias in the classification task. Compared with other methods, the classifier trained with the proposed debiased encoder $E_d$ outperforms all accuracy measures in both datasets. It is interesting to note that it not only improved the worst group accuracy but also overall accuracy. This shows that our method has better generalization and robustness.

To validate the claim that we leverage relative difficulty by bias amplifying encoder, we achieve significantly lower
Table 1. Performance evaluation on CIFAR-10 and CIFAR-100.

<table>
<thead>
<tr>
<th>Method</th>
<th>Y</th>
<th>ACC (top-1)</th>
<th>ACC (top-5)</th>
<th>ACC (worst)</th>
<th>ACC (top-1)</th>
<th>ACC (top-5)</th>
<th>ACC (worst)</th>
</tr>
</thead>
<tbody>
<tr>
<td>JTT [26]</td>
<td>O</td>
<td>85.67 ± 0.7</td>
<td>99.65 ± 0.2</td>
<td>72.33 ± 0.5</td>
<td>61.66 ± 0.6</td>
<td>83.53 ± 0.9</td>
<td>24.00 ± 1.5</td>
</tr>
<tr>
<td>SimCLR [4]</td>
<td>×</td>
<td>89.12 ± 0.6</td>
<td>99.74 ± 0.1</td>
<td>75.7 ± 0.4</td>
<td>64.86 ± 0.3</td>
<td>91.19 ± 0.1</td>
<td>20.00 ± 0.2</td>
</tr>
<tr>
<td>DCL [8]</td>
<td>×</td>
<td>91.66 ± 0.3</td>
<td>99.78 ± 0.1</td>
<td>81.2 ± 0.2</td>
<td>68.26 ± 0.3</td>
<td>91.19 ± 0.1</td>
<td>20.00 ± 0.2</td>
</tr>
<tr>
<td>HCL [36]</td>
<td>×</td>
<td>91.25 ± 0.2</td>
<td>99.78 ± 0.1</td>
<td>81.5 ± 0.2</td>
<td>68.73 ± 0.4</td>
<td>91.19 ± 0.1</td>
<td>29.00 ± 0.8</td>
</tr>
<tr>
<td>WCL (Ed)</td>
<td>×</td>
<td>92.71 ± 0.3</td>
<td>99.84 ± 0.1</td>
<td>83.3 ± 0.8</td>
<td>69.09 ± 0.2</td>
<td>91.63 ± 0.3</td>
<td>31.00 ± 0.7</td>
</tr>
<tr>
<td>WCL (Eb)</td>
<td>×</td>
<td>75.61 ± 0.7</td>
<td>98.61 ± 0.4</td>
<td>52.6 ± 0.5</td>
<td>41.61 ± 0.3</td>
<td>69.26 ± 0.2</td>
<td>1.0 ± 0.5</td>
</tr>
</tbody>
</table>

Table 2. Performance evaluation on Waterbirds and CelebA dataset. Note that JTT is supervised learning method. Among the self-supervised learning methods, WCL (ours) achieves the best worst group accuracy with comparable overall performance.

<table>
<thead>
<tr>
<th>Method</th>
<th>Y</th>
<th>ACC (top-1)</th>
<th>ACC (worst)</th>
<th>ACC (top-1)</th>
<th>ACC (worst)</th>
</tr>
</thead>
<tbody>
<tr>
<td>JTT [26]</td>
<td>O</td>
<td>77.81 ± 2.3</td>
<td>70.00 ± 1.5</td>
<td>76.83 ± 1.3</td>
<td>67.66 ± 1.5</td>
</tr>
<tr>
<td>SimCLR [4]</td>
<td>×</td>
<td>77.80 ± 1.5</td>
<td>0.00</td>
<td>78.61 ± 1.5</td>
<td>44.30 ± 0.7</td>
</tr>
<tr>
<td>DCL [8]</td>
<td>×</td>
<td>65.80 ± 1.7</td>
<td>4.51 ± 1.2</td>
<td>77.12 ± 1.6</td>
<td>44.95 ± 0.3</td>
</tr>
<tr>
<td>HCL [36]</td>
<td>×</td>
<td>69.31 ± 1.2</td>
<td>5.26 ± 1.1</td>
<td>76.13 ± 2.1</td>
<td>52.13 ± 0.8</td>
</tr>
<tr>
<td>WCL (Ed)</td>
<td>×</td>
<td>76.92 ± 0.3</td>
<td>31.58 ± 3.5</td>
<td>78.11 ± 2.3</td>
<td>57.40 ± 1.2</td>
</tr>
<tr>
<td>WCL (Eb)</td>
<td>×</td>
<td>73.64 ± 1.4</td>
<td>14.29 ± 1.5</td>
<td>58.84 ± 2.5</td>
<td>39.79 ± 1.3</td>
</tr>
</tbody>
</table>

Figure 3. t-SNE visualization [40] of the learned representations on CIFAR-10. The colors indicate different classes. WCL (ours) achieves the best separation with small variance within a class.

accuracy, especially ACC (worst) when we train a classifier with biased encoder $E_b$. The gap between ACC (top-1) and ACC (worst) is dramatically larger than other methods. For example in CIFAR-100, for the encoder trained with triplet loss, $E_b$, it barely learns any information about the worst class. This supports our claim that triplet loss amplifies the bias and makes a model focus more on easy samples.

Moreover, we evaluated the methods on biased image benchmark datasets: CelebA and Waterbirds in Table 2. Compared to other contrastive learning methods, WCL significantly outperforms in terms of worst group accuracy. In particular, WCL could achieve almost 6 times better than the state-of-the-art (HCL) in CelebA dataset. In addition, we observed other debiasing methods (DCL, HCL) sacrifice overall accuracy to improve worst group accuracy. In contrast, we could substantially improve the worst group accuracy while maintaining the overall accuracy. The results suggest that the effectiveness of employing relative difficulty is more noticeable with the biased data. Also, the results show that the contrastive learning approaches achieve better generalization and robustness than JTT under multi-class scenarios by leveraging the generality of the learned representations [4] with data augmentation. Additional experiments on ImageNet-100 and weight analysis can be found in Appendix.

6.1.2 Qualitative Results

In Figure 3, we illustrate t-SNE visualization [40] of the learned representation by different methods. The colors of the points indicate 10 different classes. WCL (ours) achieves the best separation with small variance within a class.
the hard samples well.

6.1.3 Sanity Check of Relative Distance

To ensure the relative distance, $w(\cdot)$, represents the biases, we depict top-5 easy and hard negatives from a randomly selected anchor in Figure 4. Given an anchor (waterbird on water), we observe three landbird on land samples in easy negatives, while having two landbird on water samples in hard negatives. Since the background of the image has spurious correlation [26] to the label, we observe that the proposed framework correctly realizes the spurious correlation and penalizes them while training $E_d$.

Figure 4. Visualization of top-5 easy and hard negative samples for an anchor (waterbird on water). Easy negative includes three landbird on land samples, while hard negative contains two landbird on water samples.

6.2. Classification in Fairness Benchmarks

Ethical problem [1, 6, 16, 21, 46] of algorithmic decision making is getting over the horizon as it is widely used in practice, such as risk assessment [9], credit limit assignment [41], etc. With this fairness perspective, the bias-conflicting samples are usually concentrated on certain groups, i.e., unprivileged group. Subsequently, unfavorable predictions are more likely to occur, i.e., higher false negative rates, on the unprivileged group, e.g., black, female, etc.

To address this, Hardt et al. [11] post-process the outcome of a biased classifier to achieve equalized odds (EOd), $P(\hat{Y} = Y | A = 0) = P(\hat{Y} = Y | A = 1)$, where $\hat{Y}$, $Y$, and $A$ are predicted label, target label, and sensitive attribute (e.g., race and gender), respectively. To learn a fair representation, Madras et al. [29] employs adversarial learning strategy [7] to learn representation independent from sensitive attributes. However, these methods all require sensitive information in hand to achieve group fairness.

In contrast, our method takes Rawslists Max-Min fairness [35] approach to address biased representation learning, which is to minimize the maximum sample loss, and this aligns with the motivation of this paper: focusing on hard samples for debiasing. Learning from Failure (LfF) [30] also takes this approach, but it only applies to supervised tasks as they use GCE loss. On the other hand, our method learns fair representation in a self-supervised manner by debiasing hard negatives of contrastive learning.

We evaluate our method on two fairness benchmark datasets. Adult [22] dataset has 14 features with gender as the sensitive attribute and is to predict if the annual income exceeds 50K. COMPAS [9] is to predict if each person gets rearrested within two years, where the sensitive attribute is race. We use MLP with ReLU activation followed by batch normalization for all contrastive learning methods and LfF. By following the original setup of LfF, we find $q \in [0, 1]$ with grid search that achieves the best validation accuracy. We randomly split each dataset into train, validation, and test sets with 70%, 15%, 15% ratio with 5 repetitions.

In Table 3, we demonstrate the performance and fairness violation in binary classification. The results validate that contrastive learning with difficulty referencing outperforms the existing methods [8, 36]. Also, note that even without a sensitive attribute, we could achieve comparable fairness with LAFTTR [29] which requires a sensitive attribute.

![Top-5 easy negatives](a.png)

![Top-5 hard negatives](b.png)

Figure 4. Visualization of top-5 easy and hard negative samples for an anchor (waterbird on water). Easy negative includes three landbird on land samples, while hard negative contains two landbird on water samples.

<table>
<thead>
<tr>
<th>Method</th>
<th>Adult [22]</th>
<th>COMPAS [9]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>$\times$ O</td>
<td>84.3 0.114</td>
</tr>
<tr>
<td>Eq. Odds [11]</td>
<td>O O</td>
<td>82.8 0.055</td>
</tr>
<tr>
<td>LAFTTR [29]</td>
<td>O O</td>
<td>83.9 0.083</td>
</tr>
<tr>
<td>LfF [30]</td>
<td>$\times$ O</td>
<td>82.1 0.185</td>
</tr>
<tr>
<td>DCL [8]</td>
<td>$\times$ $\times$</td>
<td>81.8 0.136</td>
</tr>
<tr>
<td>HCL [36]</td>
<td>$\times$ $\times$</td>
<td>81.9 0.132</td>
</tr>
<tr>
<td>WCL ($E_d$, ours)</td>
<td>$\times$ $\times$</td>
<td>82.6 0.104</td>
</tr>
</tbody>
</table>

Table 3. Evaluation of the methods on performance and fairness on Adult and COMPAS dataset. A and Y indicate necessity of sensitive information and target label for each model. EOd measures fairness violation, which is lower the better. WCL achieves comparable or better results without A and Y information.

7. Conclusion and Future Directions

We propose a novel contrastive learning strategy to highlight hard negative samples in data bias perspective. This takes Rawslist Max-Min fairness [35] approach to address biased representation learning. We propose triplet loss to train a bias-amplifying model and leverage the relative distance surrogate to obtain the relative difficulty, which is grounded on the theoretical finding of triplet loss. Such relative difficulty leads to hard negative sampling so that we can train the debiased model in an unsupervised manner.
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