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Abstract

In practical scenarios where training data is limited,

many predictive signals in the data can be rather from some

biases in data acquisition (i.e., less generalizable), so that

one cannot prevent a model from co-adapting on such (so-

called) “shortcut” signals: this makes the model fragile in

various distribution shifts. To bypass such failure modes,

we consider an adversarial threat model under a mutual

information constraint to cover a wider class of perturba-

tions in training. This motivates us to extend the standard

information bottleneck to additionally model the nuisance

information. We propose an autoencoder-based training to

implement the objective, as well as practical encoder designs

to facilitate the proposed hybrid discriminative-generative

training concerning both convolutional- and Transformer-

based architectures. Our experimental results show that

the proposed scheme improves robustness of learned repre-

sentations (remarkably without using any domain-specific

knowledge), with respect to multiple challenging reliability

measures. For example, our model could advance the state-

of-the-art on a recent challenging OBJECTS benchmark

in novelty detection by 78.4% → 87.2% in AUROC, while

simultaneously enjoying improved corruption, background

and (certified) adversarial robustness. Code is available at

https://github.com/jh-jeong/nuisance_ib.

1. Introduction

Despite the recent breakthroughs in computer vision

in aid of deep learning, e.g., in image/video recogni-

tion [9, 20, 109], synthesis [42, 55, 96, 125], and 3D scene

rendering [85, 86, 104], deploying deep learning models to

the real-world still places a burden on contents providers as

it affects the reliability of their services. In many cases, deep

neural networks make substantially fragile predictions for

out-of-distribution inputs, i.e., samples that are not likely

*Work done at KAIST.

Figure 1. A high-level illustration of our method, nuisance-

extended information bottleneck (NIB). In this paper, we focus

on scenarios when the input x can be corrupted x → x̂ in test-time

while preserving its semantics. Unlike the standard cross-entropy

training (CE), NIB aims to encode every target-correlated signal in

x, some of which can be more reliable under distribution shifts.

from the training distribution, even when the inputs are se-

mantically close enough to in-distribution samples for hu-

mans [35, 102]. Such a vulnerability can be a significant

threat in risk-sensitive systems, such as autonomous driving,

medical imaging, and health-care applications, to name a

few [2]. Overall, the phenomena highlight that deep neural

networks tend to extract “shortcut” signals [26] from given

limited (or potentially biased) training data in practice.

To address such concerns, multiple literatures have been

independently developed based on different aspects of model

reliability. Namely, their methods use different threat mod-

els and benchmarks, depending on how a shift in input dis-

tribution happens in test-time, and how to evaluate model

performance against the shift. For example, in the con-

text of adversarial robustness [11, 17, 82, 128], a typical

threat model is to consider the worst-case noise inside a

fixed ℓp-ball around given test samples. Another example of

corruption robustness [34, 35, 39, 116] instead assumes pre-

defined types of common corruptions (e.g., Gaussian noise,

fog, etc.) that applies to the test samples. Lastly, novelty

detection [36, 72, 74, 76] usually tests whether a model can

detect a specific benchmark dataset as out-of-distribution

from the (in-distribution) test samples.

This CVPR paper is the Open Access version, provided by the Computer Vision Foundation.
Except for this watermark, it is identical to the accepted version;

the final published version of the proceedings is available on IEEE Xplore.
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Due to discrepancy between each of “ideal” objectives

and its practical threat models, however, the literatures have

commonly found that optimizing under a certain threat

model often hardly generalizes to other threat ones: e.g.,

(a) several works [16, 62, 121] have observed that standard

adversarial training [82] often harms other reliability mea-

sures such as corruption robustness or uncertainty estimation,

as well as its classification performance; (b) Hendrycks et

al. [34] criticize that none of the previous claims on cor-

ruption robustness could consistently generalize on a more

comprehensive benchmark. This also happens even for

threat models targeting the same objective: e.g., (c) Yang

et al. [122] show that state-of-the-arts in novelty detection

are often too sensitive, so that they tend to also detect “near-

in-distribution” samples as out-of-distribution and perform

poorly on a benchmark regarding this. Overall, these obser-

vations suggest that one should avoid optimizing reliability

measures assuming a specific threat model or benchmark,

and motivate to find a new threat model that is generally

applicable for diverse scenarios of reliability concerns.

Contribution. In this paper, we propose nuisance-extended

information bottleneck (NIB), a new training objective tar-

geting model reliability without assuming a prior on domain-

specific tasks. Our method is motivated by rethinking the

information bottleneck (IB) principle [107, 108] under pres-

ence of distribution shifts. Specifically, we argue that a

“robust” representation z := f(x) should always encode ev-

ery signal in the input x that is correlated with the target y,

rather than extracting only a few shortcuts (e.g., Figure 1).

This motivates us to consider an adversarial form of threat

model on distribution shifts in x, under a constraint on the

mutual information I(x,y). To implement this idea, we

propose a practical design by incorporating a nuisance rep-

resentation zn alongside z of the standard IB so that (z, zn)
can reconstruct x. This results in a novel synthesis of adver-

sarial autoencoder [83] and variational IB [1] into a single

framework. For the architectural side, we propose (a) to

utilize the internal feature statistics for convolutional net-

work based encoders, and (b) to incorporate vector-quantized

patch representations for Transformer-based [24] encoders

to model zn, mainly to efficiently encode the nuisance zn
(as well as z) in a scalable manner.

We perform an extensive evaluation on the representations

learned by our scheme, showing comprehensive improve-

ments in modern reliability metrics: including (a) novelty

detection, (b) corruption (or natural) robustness, (c) back-

ground robustness and (d) certified adversarial robustness.

The results are particularly remarkable as the gains are not

from assuming a prior on each of specific threat models. For

example, we obtain a significant reduction in CIFAR-10-C

error rates of the highest severity, i.e., by 26.5% → 19.5%,

without extra domain-specific prior as assumed in recent

methods [39, 40]. Here, we also show that the effective-

ness of our method is scalable to larger-scale (ImageNet)

datasets. For novelty detection, we could advance AUROCs

in recent OBJECTS [122] benchmarks by a large margin of

78.4% → 87.2% in average upon the state-of-the-art, show-

ing that our representations can provide a more semantic

information to better discriminate out-of-distribution sam-

ples. Finally, we also demonstrate how the representations

can further offer enhanced robustness against adversarial

examples, by applying randomized smoothing [17] on them.

2. Background

Notation. Given two random variables x ∈ X , the input,

and y ∈ Y , the target, our goal is is to find a mapping (or

an encoder) f : X → Z from data D = {(xi, yi)}
n
i=1

1

so that z := f(x), the representation, can predict y with

a simper (e.g., linear) mapping [7, 64]. We assume that

f is parametrized by a neural network, and is stochastic

to adopt an information theoretic view [108], i.e., the en-

coder output is a random variable defined as pf (z|x) rather

than a constant. Such a modeling can be done through the

reparametrization trick [61] with an independent random

variable ϵ and (deterministic) f by assuming z := f(x, ϵ).
For example, one of standard designs parametrizes f by:

f(x, ϵ) := fµ(x) + ϵ · fσ(x), (1)

where fµ ∈ R
|Z| and fσ ∈ R

|Z|
+ are deterministic mappings

modeling µ and Ã in N (x;µ, Ã2I), respectively, so that they

can still be learned through a gradient-based optimization.

The data D is usually assumed to consist of i.i.d. sam-

ples from a certain data generating distribution (xi, yi) ∼
pd(x,y). One expects that f learned from D could gener-

alize to predict pd(y|x) for unseen samples from pd(x,y).
The formulation, however, does not specify how f should

behave for inputs that are not likely from pd, say x̂. This

becomes problematic for those who expect that the decision

making of f should be close to that of human being, at least

when x̂ differs from pd only up to what humans regard as nui-

sance. This is where the current neural networks commonly

fail under the standard training practices.

Information bottleneck. Intuitively, a “good” representa-

tion z should keep information of x that is correlated with

y, while preventing z from being too complex. The infor-

mation bottleneck [107, 108] (IB) is a principled approach

to obtain such a succinct representation x → z for a given

downstream task x → y: namely, it finds z that (a) maxi-

mizes the (task-relevant) mutual information I(z;y), while

(b) minimizing I(x; z) to constrain the capacity of z for

better generalization. In other words, it sets the mutual infor-

mation I(x; z) as the complexity measure of z. Specifically,

1Although we focus on supervised learning, the framework itself in

general does not rule out more general scenarios, e.g., when the target y

can be self-supervised from x [14, 91].
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Figure 2. An overview of the proposed framework, the autoencoder-based nuisance-extended information bottleneck (AENIB). It illustrates

the general pipeline, and Appendix C provides specific instantiations for convolutional and Transformer-based architectures. Overall, we

incorporate adversarial autoencoder into variational information bottleneck by introducing a nuisance zn (to y) in representation learning.

it aims to maximize the following objective:

max
f

RIB(f), for RIB(f) := I(z;y)− ´I(x; z), (2)

where ´ g 0 controls the capacity constraint which ensures

I(x; z) f Iβ for some Iβ .

3. Nuisance-extended information bottleneck

The standard information bottleneck (IB) objective (2)

obtains a representation z := f(x) on premise that the future

inputs will be also from pd(x,y). In this paper, we aim to

extend IB under assumption that the input x can be corrupted

through an unknown noisy channel in the future, say x → x̂,

while x̂ still preserves the semantics of x with respect to y: in

other words, we assume I(x;y) = I(x̂;y) > 0. Intuitively,

one can imagine a scenario that x contains multiple signals

that each is already highly correlated with y, i.e., filtering out

the remainder from x does not affect its mutual information

with y. It may or may not be surprising that such signals are

quite prevalent in deep neural networks, e.g., [44] empirically

observe that adversarial perturbations [29,102] are sufficient

for a model to perform accurate classification.

In the context of IB framework, where the goal is to obtain

a succinct encoder f , it is now reasonable to presume that

the noisy channel x̂ acts like an adversary, i.e., it minimizes:

min
x̂

I(ẑ := f(x̂);y) subject to I(x;y) = I(x̂;y), (3)

given that one has no information on how the channel would

behave a priori. This optimization thus would require f to

extract every signal in x whenever it is highly correlated

with y, to avoid the case when x̂ filters out all the signal

except one that f has missed. We notice that, nevertheless,

directly optimizing (3) with respect to x̂ is computationally

infeasible in practice, considering that (a) it is in many cases

an unconstrained optimization in a high-dimensional X , (b)

with a constraint on (hard-to-compute) mutual information.

In this paper, to make sure that f still exhibits the adver-

sarial behavior without (3), we propose to let f to model

the nuisance representation zn as well as z. Specifically, zn
aims to model the “remainder” information from z needed

to reconstruct x, i.e., it maximizes I(x; z, zn). At the same

time, zn compresses out any information that is correlated

with y, i.e., it also minimizes I(zn;y). Therefore, every

information that is correlated with y should be encoded into

z in a complementary manner. Here, we remark that now

the role of the capacity constraint in (2) becomes more im-

portant: not only for regularizing z to be simpler, it also

penalizes zn from pushing out unnecessary information to

predict y into z, making the objective competitive again be-

tween z and zn as like in (3). Combined with the original IB

(2), we define nuisance-extended IB (NIB) as the following:

max
f

RNIB(f) := RIB(f)− I(zn;y) + ³I(x; z, zn), (4)

where ³ g 0. The proposed NIB objective can be viewed

as a regularized form of IB by introducing a nuisance zn.

Specifically, this optimization additionally forces I(x; z, zn)
and I(zn;y) in (4) to be maximized and minimized, i.e.,

H(x|z, zn) = 0 and I(zn;y) = 0, respectively. The fol-

lowing highlights that having these conditions, also with the

independence z § zn, leads f that can recover the original

I(x;y) from I(ẑ;y) (see Appendix E for the derivation):

Lemma 1. Let x ∈ X , and y ∈ Y be random variables, x̂

be a noisy observation of x with I(x;y) = I(x̂;y). Given

that [ẑ, ẑn] := f(x̂) of x̂ satisfies (a) H(x̂|ẑ, ẑn) = 0, (b)

I(ẑn;y) = 0, and (c) ẑ § ẑn, it holds I(ẑ;y) = I(x;y).

In the following sections, we provide a practical design

of the proposed NIB based on an autoencoder-based archi-

tecture. Section 3.1 and 3.2 detail out its losses and architec-

tures, respectively, and Section 3.3 summarizes the overall

training. Figure 2 illustrates an overview of our framework.
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3.1. AENIB: A practical autoencoderbased design

Based on the NIB objective defined in (4) and Lemma 1,

we design a practical training objective to implement the

proposed framework. Here, we present a simple instantia-

tion of NIB with an autoencoder-based architecture upon

variational information bottleneck (VIB) [1], calling it

autoencoder-based NIB (AENIB).

Overall, Lemma 1 states that a robust encoder f demands

for a “good” nuisance model that achieves generalization on

ẑ in three aspects: (a) a good reconstruction, (b) nuisance-

ness, and (c) the independence between z and zn. To model

these behaviors, we consider a decoder g : Z → X as well

as the encoder f : X → Z , and adopt the following practical

training objectives which incorporates an autoencoder-based

loss and two adversarial losses [28]:

(a) We first pose a reconstruction loss to maximize

log p(x|z, zn); standard designs assume the decoder

output to follow N (x, Ã2I), which is equivalent to the

mean-squared error (MSE). Here, we use the normal-

ized MSE to efficiently balance with other losses:2

Lrecon :=
1

∥x∥2

2

∥x− g(z, zn)∥
2
2 (5)

(b) To force the nuisance-ness of zn with respect to y,

we approximate p(y|zn) with a multi-layer perceptron

(MLP), say qn, and perform an adversarial training:

Lnuis := Ex[CE(q
∗
n(zn),

1
|Y| )],

where q∗n := min
qn

Ex,y[CE(qn(zn),y)], (6)

and CE denotes the cross entropy loss. Here, it opti-

mizes CE towards the uniform distribution in Y .3

(c) To induce the independence between z and zn, we

assume that the joint prior of z and zn is the isotropic

Gaussian, i.e., p(z, zn) ∼ N (0, I), and performs a

GAN training with a 2-layer MLP discriminator qz:

Lind := max
qz

Ex[log(qz(f(x)))]

+ Ez,zn∼N (0,I)[log(1− qz(z, zn))]. (7)

Lastly, to approximate the original IB objective RIB(f) in

NIB (4), we instead maximize the variational information

bottleneck (VIB) [1] objective L
β
VIB

, that can provide a lower

bound on RIB.4 Specifically, it makes variational approxi-

mations of: (a) p(y|z) by a (parametrized) decoder neural

2We also explore a SSIM-based [118] reconstruction loss as given in

Appendix C, which we found beneficial for robustness particularly with

Transformer-based models.
3Alternatively, one can directly maximize CE(q∗

n
(zn),y); we use the

current design to avoid potential instability of the maximization-based loss.
4A more detailed description on the VIB framework (as well as on GAN)

can be found in Appendix F.2.

network q(y|z), and (b) p(z) by an “easier” distribution r(z),
e.g., isotropic Gaussian N (z|0, I). Assuming a Gaussian

decoder (1) for f(x, ϵ), we have:

L
β
VIB

:=
1

n

n
∑

i=1

Eϵ[− log q(yi|f(xi, ϵ))]

+ ´ KL (p(z|xi)∥r(z)). (8)

3.2. Architectures for nuisance modeling

In principle, our framework is generally compatible with

any encoder architectures: e.g., say an encoder f : X → Z
and decoder g : Z → X , respectively. In order to apply

VIB, we assume that the encoder has two output heads of

dimension 2K, where K denotes the dimension of z. Here,

each output head models a Gaussian random variable by

reparametrization, i.e., by modeling (µ, Ã) as the encoder

output for both z ∈ R
K and zn ∈ R

Kn .

Although it is possible that f models z and zn by simply

taking deep feed-forward representations following conven-

tions, we observe that modeling nuisances zn (which is

essentially “generative”) in standard (discriminative) archi-

tectures incur a training instability thus in performance: the

nuisance information often requires to model finer details in

a given inputs, which may be available rather in early layers

of f , but not in the later layers for classification.

In this paper, we propose simple architectural treatments

to improve the stability of nuisance modeling concerning

both convolutional networks and Vision Transformers [24]

(ViTs). This section focuses on introducing the design for

convolutional networks, and we refer the readers for the ViT-

based design to Appendix C: which is even simpler thanks

to their patch-level representations available.

Given a convolutional encoder f , we encode zn (as well

as z) from the collection of internal features statistics, rather

than directly using the output of f . Specifically, we extract

L intermediate feature maps of a given input x, namely

x(1), · · · ,x(L) from f(x), and define the projection of x by:

Πf (x) :=

[

m(1) m(2) · · · m(L)

s(1) s(2) · · · s(L)

]

, (9)

where m(l) and s(l) are the first and second moment of

feature maps in x(l), assuming that x(l) ∈ R
HWC : m

(l)
c :=

1
HW

∑

hw x
(l)
hwc, and s

(l)
c := 1

HW

∑

hw(x
(l)
hwc −m

(l)
c )2.

In Appendix I, we demonstrate that this simple projection

can sufficiently encode a generative representation of x:

viz., we show that one can successfully and efficiently train

GANs with a discriminator defined upon Πf . Motivated

by this observation, we adopt Πf in modeling the encoder

representations z and zn. We encode z and zn by simply

applying MLPs to Πf (x) (9). Despite its simplicity, we

observe this treatment enables a stable training of AENIB.
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CIFAR-10-C CIFAR-100-C

Severity Clean 1 2 3 4 5 Avg. Clean 1 2 3 4 5 Avg.

Cross-entropy 6.08 8.89 11.1 14.0 19.7 26.5 16.0 25.1 31.4 35.1 39.3 46.8 54.0 41.3

VIB [1] 5.98 8.68 10.7 13.4 18.6 24.9 15.2 26.0 31.9 35.9 40.4 47.8 55.2 42.2

AugMix [39] 6.52 8.97 10.8 13.4 18.4 23.9 15.1 24.9 29.9 33.3 37.1 43.6 51.1 39.0

PixMix† [40] 5.43 7.10 8.14 9.40 12.1 14.9 10.3 23.2 26.7 28.7 30.8 35.0 39.0 32.0

AENIB (ours) 4.97 7.49 8.96 11.0 14.8 19.5 12.3 22.6 27.6 30.5 34.1 39.8 47.1 35.8

+ AugMix [39] 5.35 7.65 8.99 11.0 14.2 18.4 12.0 21.9 26.4 29.1 32.4 37.8 44.3 34.0

+ PixMix† [40] 4.67 5.90 6.55 7.45 9.12 11.4 8.08 21.2 24.4 26.0 27.8 31.1 34.8 28.8

Table 1. Comparison of average corruption error rates (%; ↓) per severity level on CIFAR-10/100-C [35]. Bold and underline denote the best

and runner-up, respectively. †PixMix [40] utilizes an external dataset consisting of pattern- and fractal-like images.

Method C10 C10-C C10.1 C10.2 CINIC

Cross-entropy 6.08 16.0 13.4 18.3 23.7

VIB [1] 5.98 15.2 13.6 16.8 23.6

NLIB [65] 6.81 17.0 14.6 17.5 24.3

sq-NLIB [106] 6.02 15.5 13.0 17.1 23.7

DisenIB [92] 5.76 15.2 13.2 17.2 23.7

AugMix [39] 6.52 15.1 14.2 17.2 24.2

PixMix [40] 5.43 10.3 13.1 16.6 23.2

AENIB (ours) 4.97 12.3 11.6 15.5 22.2

+ AugMix [39] 5.35 12.0 12.5 15.8 22.6

+ PixMix [40] 4.67 8.08 10.4 14.8 22.1

Table 2. Comparison of test error rates (%; ↓) on CIFAR-10 and its

variants: CIFAR-10-C/10.1/10.2, and CINIC. Bold and underline

indicate the best and runner-up results, respectively.

3.3. Overall training objective

Combining the proposed objectives as well as the VIB

loss, L
β
VIB

(8) leads us to the final objective. Although com-

bining multiple losses in practice may introduce additional

hyperparameters, we found most of the proposed losses can

be added without scaling except for the reconstruction loss

Lrecon and the ´ in the original VIB loss. Hence, we get:

LAENIB := L
β
VIB

+ ³ · Lrecon + Lnuis + Lind. (10)

Algorithm 1 in Appendix A summarizes the procedure.

4. Experiments

We verify the effectiveness of our proposed AENIB train-

ing for various aspects of model reliability: specifically, we

cover (a) corruption and natural robustness (Section 4.1), (b)

novelty detection (Section 4.2), and (c) certified adversarial

robustness (Section 4.3) tasks which all have been challeng-

ing without task-specific priors [37, 39, 82]. We provide an

ablation study in Appendix D for a component-wise analysis.

We also present an evaluation on our proposed components

in the context of generative modeling in Appendix I. The

full details on the experiments, e.g., datasets, training details,

and hyperparameters, can be found in Appendix B.

4.1. Robustness against natural corruptions

We first evaluate corruption robustness of our method,

i.e., its generalization ability under natural corruptions (e.g.,

fog, brightness, etc.) and distribution shifts those are still

semantic to humans. To this end, we consider a wide range of

benchmarks those are derived from CIFAR-10 and ImageNet

for the purpose of measuring generalization. Namely, for

CIFAR-10 models we test on (a) CIFAR-10/100-C [35], a

corrupted version of CIFAR-10/100 simulating 15 common

corruptions in 5 severity levels, as well as (b) CIFAR-10.1

[94], CIFAR-10.2 [81], and CINIC-10 [21], i.e., three re-

generations of the CIFAR-10 test set. For ImageNet models,

on the other hand, we test (a) ImageNet-C [35], a corrupted

version of ImageNet validation set, (b) ImageNet-R [34],

a collection of rendition images for 200 ImageNet classes,

and ImageNet-Sketch [117], as well as (c) the Background

Challenge [119] benchmark to evaluate model bias against

background changes. This section mainly reports the results

from ViT [24, 111] based architectures, but we also report

the results with ResNet-18 [33] in Appendix H.

Table 1 and 2 summarize the results on CIFAR-based

models. In Table 1, we observe that AENIB significantly

and consistently improves corruption errors upon VIB, and

these gains are strong even compared with state-of-the-art

methods: e.g., AENIB can solely outperform a strong base-

line of AugMix [39]. Although a more recent method of

PixMix [40] could achieve a lower corruption error by uti-

lizing extra (pattern-like) data, we remark that (a) AENIB

also benefit from PixMix (i.e., the extra data) as given in

“AENIB + PixMix”, and (b) the results on Table 2 show that

the generalization capability of AENIB is better than PixMix

on CIFAR-10.1, 10.2 and CINIC-10, i.e., in beyond common

corruptions, by less relying on domain-specific data.

Next, Table 3 highlights that the effectiveness of AENIB

can generalize to a more larger-scale, higher-resolution

dataset of ImageNet: we still observe that AENIB can consis-

tently improve robust accuracy for diverse corruption types,

again without leveraging any further data augmentation dur-

ing training. Figure 3 compares the linear trends made by

Cross-entropy and AENIB across different data augmenta-
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ViT-S/16 ViT-B/16

Dataset Baseline AENIB (ours) Baseline AENIB (ours)

IN-1K 25.1 25.1 21.8 21.9

IN-C (mCE) 65.9 65.2 (−0.7) 58.6 57.5 (−1.1)

IN-R 70.3 67.1 (−3.2) 66.3 64.4 (−1.9)

IN-Sketch 80.3 77.7 (−2.6) 76.5 74.4 (−2.1)

Table 3. Comparison of error rates (%; ↓) or mean corruption error

(mCE, %; ↓) on ImageNet (IN) and its variants, namely IN-C [35],

IN-R [34], and IN-Sketch [117]. Bold indicates the best results.

BG-Challenge ViT-S/16 ViT-B/16

Dataset Baseline AENIB (ours) Baseline AENIB (ours)

ORIGINAL (IN-9; ↑) 95.3 95.5 96.0 96.1

ONLY-BG-T (↓) 20.3 17.8 (−2.5) 24.2 21.1 (−3.1)

MIXED-SAME (↑) 86.3 88.3 (+2.0) 87.4 88.9 (+1.5)

MIXED-RAND (↑) 77.8 80.5 (+2.7) 80.1 81.8 (+0.7)

BG-gap (↓) 8.5 7.8 (−0.7) 7.3 7.1 (−0.2)

Table 4. Evaluation of AENIB on Backgrounds Challenge [119]

compared to the cross-entropy baseline. All the models are trained

on ImageNet, and warped to perform classification on ImageNet-9.

Method Score SVHN LSUN ImageNet C100 CelebA

JEM [31] log p(x) 0.67 - - 0.67 0.75

JEM [31] maxy p(y|x) [36] 0.89 - - 0.87 0.79

SupCon [56] maxy p(y|x) [36] 0.97 0.93 0.91 0.89 -

Cross-entropy maxy p(y|x) [36] 0.94 0.94 0.92 0.86 0.64

Cross-entropy log Dir0.05(y) 0.96 0.95 0.94 0.86 0.61

VIB [1] maxy p(y|x) [36] 0.95 0.94 0.92 0.88 0.76

VIB [1] log Dir0.05(y) 0.97 0.96 0.94 0.88 0.78

AENIB (ours) maxy p(y|x) [36] 0.88 0.88 0.86 0.84 0.81

AENIB (ours) log Dir0.05(y) 0.90 0.95 0.92 0.86 0.80

AENIB (ours) + logN (zn; 0, I) 0.98 0.99 0.99 0.86 0.79

Table 5. Comparison of AUROC (%; ↑) for OOD detection from

CIFAR-10 with five OOD datasets: SVHN, LSUN, ImageNet,

CIFAR-100, and CelebA. Bolds indicate the best results.

tions and hyperparameters, confirming that AENIB exhibits

a better operating points even in terms of effective robust-

ness [105], given the recent observations on the correlation

between in- vs. out-of-distribution performances across dif-

ferent models [34, 87, 105].

Lastly, Table 4 further evaluates the ImageNet classifiers

on Background Challenge [119], a benchmark established to

test the model robustness against background shifts: specif-

ically, it constructs variants of ImageNet-9 (that combines

370 subclasses of ImageNet; ORIGINAL) with different com-

binations of backgrounds. Our AENIB-based models still

consistently improve upon the cross-entropy baseline on

the benchmark, showing that AENIB indeed tends to learn

less-biased features against background changes.

4.2. Novelty detection

Next, we show that our AENIB model can be also a good

detector for out-of-distribution samples (OODs), i.e., to solve

the novelty detection task. In general, the task is defined by a

binary classification problem that aims to discriminate novel

y = x
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fied adversarial robust accuracy

at various radii on CIFAR-10.

samples from in-distribution samples. A typical practice

here is to define a score function for each input, e.g., the

maximum confidence score [36], to threshold out samples as

out-of-distribution when the score is low. To define a score

function for AENIB models, we first observe that the log-

likelihood of zn, which is only available for AENIB (and not

for standard models), can be a strong score to detect novelties

those are semantically far from in-distribution. Specifically,

we use logN (zn; 0, I) = − 1
2∥zn∥

2, as we assume that z

follows isotropic Gaussian N (0, I). For detecting so-called

“harder” novelties, we propose to use the log-likelihood score

of y under a symmetric Dirichlet distribution of parameter

³ > 0, namely Dirα(y) ∈ ∆|Y|−1, rather than simply us-

ing maxy p(y|x): i.e., logDirα(y) = (³ − 1)
∑

i log yi.
Note that the distribution gets closer to the symmetric (dis-

crete) one-hot distribution as ³ → 0, which makes sense for

most classification tasks, and here we simply use ³ = 0.05
throughout experiments.5

We consider two evaluation benchmarks: (a) the “stan-

dard” benchmark, that has been actively adopted in the

literature [36, 72, 74], assumes the CIFAR-10 test set as

in-distribution and measures the detection performance of

other independent datasets; (b) a recent OBJECTS bench-

mark [122], on the other hand, extends the CIFAR-10 bench-

mark to also consider “near” in-distribution in OOD eval-

uation. Specifically, OBJECTS assumes CIFAR-10-C [35]

and ImageNet-10 as in-distribution in test-time as well as

CIFAR-10, making the detection much more challenging. In

this experiment, we compare ResNet-18 [33] models trained

on CIFAR-10 following the setup of [122].

The results are reported in Table 5 and 6 for the standard

and OBJECTS benchmarks, respectively. Overall, we con-

firm that the score function combining the information of zn
and y of AENIB significantly improves novelty detection

in a complementary manner over strong baselines, show-

ing the effectiveness of modeling nuisance. For example,

in Table 5, the combined score achieves near-perfect AU-

ROCs for detecting SVHN, LSUN and ImageNet datasets.

5In practice, we observe that other choices in a moderate range of α

near 0 do not much affect performance.
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FS-OOD: OBJECTS AUROC (%; ↑) / AUPR (%; ↑) / FPR@TPR95 (%; ↓)

Method Score MNIST FashionMNIST Texture CIFAR-100-C

Cross-entropy maxy p(y|x) [36] 66.98 / 52.66 / 93.54 73.78 / 90.15 / 88.08 74.18 / 93.34 / 85.64 74.12 / 89.74 / 87.26

ODIN [74] 70.31 / 49.58 / 82.04 80.98 / 91.53 / 68.73 70.14 / 89.97 / 72.91 67.51 / 83.97 / 84.26

Energy-based [76] 54.55 / 34.14 / 92.23 76.50 / 89.80 / 72.40 68.63 / 89.51 / 75.57 68.37 / 85.54 / 83.64

Mahalanobis [72] 77.04 / 65.31 / 84.59 80.33 / 92.28 / 77.17 72.02 / 88.46 / 72.98 68.13 / 82.97 / 85.53

SEM [122] 75.69 / 76.61 / 99.70 79.40 / 93.14 / 93.72 79.69 / 95.48 / 82.15 78.89 / 92.07 / 83.92

logDir0.05(y) 76.75 / 66.26 / 83.51 82.88 / 93.97 / 77.19 70.69 / 92.68 / 91.35 78.80 / 92.21 / 82.50

VIB [1] maxy p(y|x) [36] 80.23 / 73.50 / 80.69 76.35 / 91.22 / 84.75 74.67 / 94.09 / 87.22 76.12 / 91.03 / 84.99

logDir0.05(y) 86.13 / 79.45 / 64.92 81.11 / 93.12 / 77.82 73.84 / 93.50 / 88.00 78.54 / 91.85 / 81.47

AENIB (ours) maxy p(y|x) [36] 79.67 / 71.50 / 80.22 77.33 / 91.63 / 84.31 74.95 / 93.97 / 86.01 74.31 / 89.89 / 86.26

logDir0.05(y) 90.53 / 85.68 / 52.08 84.56 / 94.61 / 74.24 75.04 / 93.83 / 86.01 79.39 / 92.33 / 81.51

+ logN (zn; 0, I) 92.43 / 89.38 / 48.10 84.85 / 94.84 / 74.67 88.91 / 97.49 / 48.44 82.66 / 93.62 / 74.14

Table 6. Comparison of OOD detection performances on the OBJECTS benchmark [122], which considers CIFAR-10-C and ImageNet-10

as in-distribution as well as the training in-distribution of CIFAR-10. Bold and underline denote the best and runner-up results, respectively.

Regarding Table 6, on the other hand, AENIB improves the

previous best AUROC (of Mahalanobis [72]) on OBJECTS

vs. MNIST from 77.04 → 92.43. The improved results on

OBJECTS imply that both of the representation and score

obtained from AENIB help to better discriminate in- vs. out-

of-distribution in more semantic senses.

4.3. Certified adversarial robustness

We also evaluate adversarial robustness [29, 82, 102]

adopting the randomized smoothing framework [17, 70] that

can measure a certified robustness for a given representation.

Specifically, any classifier can be robustified by averaging

its predictions under Gaussian noise, where the robustness

at input x depends on how consistent the classifier is on

classifying N (x, Ã2I) [50]. Under this evaluation protocol,

we suggest that adversarially-robust representations can be a

natural byproduct from AENIB when combined with the ran-

domized smoothing technique, without using any thorough

adversarial training methods [82] that often require signifi-

cant training cost with no certification on the robustness.

We follow the standard certification protocol [17] to com-

pare the certified test accuracy at radius r, which is defined

by the fraction of the test samples that a smoothed classifier

classifies correctly with its certified radius larger than r. We

consider ViT-S models on CIFAR-10, and assume Ã = 0.1
for this experiment. The results summarized in Figure 4

show that our proposed AENIB achieves significantly better

certified robustness compared to the baselines at all radii

tested: e.g., it improves certified robust accuracy of VIB by

39.6% → 56.8% at ε = 0.1. Again, the robustness obtained

from AENIB is not from specific knowledge on the threat

model, which implies that AENIB could offer free adversar-

ial robustness when combined with randomized smoothing.

This confirms that the robustness of AENIB is not only sig-

nificant but also consistent per input, especially considering

its high certified robustness at higher r’s.

(a) DisenIB [92]

(b) AENIB (Ours)

Figure 5. Comparison of CIFAR-10 reconstructions when the

nuisance zn is swapped with those of another (random) sample.

4.4. Comparison with DisenIB [92]

In this section, we provide a comparison of AENIB with

a related work of DisenIB [92], as well as other variants of

VIB, namely Nonlinear-VIB [65] and Squared-VIB [106].

Here, DisenIB is a variant of IB which also considers a

nuisance modeling (based on FactorVAE [57]), in a purpose

of supervised disentangling. Specifically, DisenIB considers

two independent encoders z := f(x) and zn := g(x), and

aims to optimize the following objective:

max
f,g

I(z;y) + I(x; zn,y)− I(zn; z). (11)

Compared to our proposed NIB (4), the most important

difference between the two objectives is in their “reconstruc-

tion” terms: i.e., I(x; zn,y) of (11) vs. I(x; z, zn) of ours

(4). Due to this difference, the DisenIB objective (11) can-

not rule out the cases when z only encode few of “shortcut”

signals in x (correlated to y) even at optimum, in contrast to

our key motivation of NIB (4) that aims to let z to encode

every y-correlated signal in x as much as possible.

We conduct experimental comparisons based on (a) our

CIFAR-10 setups (Table 2), and (b) directly upon the official

implementation6 of DisenIB on MNIST [69] (Table 9 of Ap-

6https : / / github . com / PanZiqiAI / disentangled -

information-bottleneck
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pendix G). Here, we adopt and extend the benchmark to also

cover MNIST-C [88], a corrupted version of the MNIST. For

the latter comparison, we use a simple 4-layer convolutional

network as the encoder architecture. We train every MNIST

model here for 100K updates and follow the other training

details from the CIFAR experiments (see Appendix B.1).

Overall, we observe that the effectiveness of AENIB still

applies to these benchmarks. This is in contrast to Dis-

enIB, given that the effectiveness from DisenIB, e.g., its

gain in AUROC on detecting Gaussian noise as an OOD

(as conducted by [92]), could not be further generalized on

CIFAR-10-C or MNIST-C, where AENIB still improves on

as well as achieving the perfect score at the same OOD task.

In Figure 5a, we further observe qualitatively that DisenIB

often leaves highly semantic information in the nuisance zn:

its reconstruction can be completely changed by swapping

zn with those of another sample. This is essentially what

AENIB addresses, as compared in Figure 5b.

5. Related work

Out-of-distribution robustness. Since the seminal works

[2, 90, 102] revealing the fragility of neural networks on out-

of-distribution inputs, there have been significant attempts on

identifying and improving various notions of robustness: e.g.,

detecting novel inputs [36,71,72,103], robustness against cor-

ruptions [27,35,39,119], and adversarial noise [5,11,17,82],

to name a few. Due to its fundamental challenges in making

neural network to extrapolate, however, most of the advances

in the robustness literature has been made under assuming

priors closely related to the individual problems: e.g., an ex-

ternal data or data augmentations [37, 39], extra information

from test-time samples [116], or specific knowledge in threat

models [52, 112]. In this work, we aim to improve multiple

notions of robustness without assuming such priors, through

a new training scheme that extends the standard information

bottleneck principle under noisy observations in test-time.

Hybrid generative-discriminative modeling. Our pro-

posed method can be also viewed as a new approach of

improving the robustness of discriminative models by incor-

porating a generative model, in the context that has been ex-

plored in recent works [31,72,99,123]. For example, [72,73]

have incorporated a simple (but of low expressivity for gen-

eration) Gaussian mixture model into discriminative clas-

sifiers; a line of research on Joint Energy-based Models

(JEM) [31, 123] assumes an energy-based model but with a

notable training instability for the purpose. In this work, we

propose an autoencoder-based model to avoid such training

instability, and consider a design that the nuisance can suc-

cinctly supplement the given discriminative representation

to be generative. We demonstrate that our approach can take

the best of two worlds; it enables (a) stable training, while

(b) attaining the high expressive generative performances.

Nuisance modeling. The idea of incorporating nuisances

can be also considered in the context of invertible modeling,

or as known as flow-based models [6, 23, 30, 59], where the

nuisance can be defined by splitting the (full-information)

encoding z for a given subspace of interest as explored by

[4, 46]. Unlike such approaches, our autoencoder-based

nuisance modeling does not focus on the “full” invertibility

for arbitrary inputs, but rather on inverting the data manifold

given, which enabled (a) a much flexible encoder design

in practice, and (b) a more scalable generative modeling of

nuisance zn, e.g., beyond an MNIST-scale as done by [46].

Other related works [48, 49, 92] do introduce an encoder

for nuisance factors, but the notion of nuisance-ness has

been focused in terms of the independence to z (for the

purpose of feature disentangling), rather than to y as we

focus in this work (for the purpose of robustness): e.g.,

DisenIB [92] applies FactorVAE [57] between semantic and

nuisance embeddings to force their independence. Yet, the

literature has been also questioned on whether the idea can be

scaled-up beyond, e.g., MNIST, and our work does explore

and establish a practical design with recent architectures and

datasets addressing diverse modern security metrics.

We provide more extensive and detailed discussions on

related works in Appendix F.

6. Conclusion

We suggest that having a good nuisance model can be a

tangible approach to induce a reliable representation. We

develop a practical method of learning deep nuisance repre-

sentation from data, and show its effectiveness to improve

diverse reliability measures under a challenging setup of

assuming no prior [105]. We believe our work can be a use-

ful step towards better understanding of out-of-distribution

generalization in deep learning. Although the current scope

is on a particular design of autoencoder based models, our

framework of nuisance-extended IB is not limited to it and

future works could consider more diverse implementations.

Ultimately, we aim to approximate a challenging form of

adversarial training with a mutual information constraint,

which we believe will be a promising direction to explore.
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