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Abstract

Visual anomaly classification and segmentation are vi-
tal for automating industrial quality inspection. The fo-
cus of prior research in the field has been on training
custom models for each quality inspection task, which re-
quires task-specific images and annotation. In this paper
we move away from this regime, addressing zero-shot and
few-normal-shot anomaly classification and segmentation.
Recently CLIP, a vision-language model, has shown rev-
olutionary generality with competitive zero-/few-shot per-
formance in comparison to full-supervision. But CLIP
falls short on anomaly classification and segmentation
tasks. Hence, we propose window-based CLIP (WinCLIP)
with (1) a compositional ensemble on state words and
prompt templates and (2) efficient extraction and aggre-
gation of window/patch/image-level features aligned with
text. We also propose its few-normal-shot extension Win-
CLIP+, which uses complementary information from nor-
mal images. In MVTec-AD (and VisA), without further tun-
ing, WinCLIP achieves 91.8%/85.1% (78.1%/79.6%) AU-
ROC in zero-shot anomaly classification and segmentation
while WinCLIP+ does 93.1%/95.2% (83.8%/96.4%) in 1-
normal-shot, surpassing state-of-the-art by large margins.

1. Introduction
Visual anomaly classification (AC) and segmentation

(AS) classify and localize defects in industrial manufac-
turing, respectively, predicting an image or a pixel as nor-
mal or anomalous. Visual inspection is a long-tail problem.
The objects and their defects vary widely in color, texture,
and size across a wide range of industrial domains, includ-
ing aerospace, automobile, pharmaceutical, and electronics.
These result in two main challenges in the field.

First, defects are rare with wide range of variations,
leading to a lack of representative anomaly samples in the
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1few-shot and few-normal-shot are used interchangeably in our case.

Figure 1. Language guided zero-/one-shot1anomaly segmentation
from WinCLIP/WinCLIP+. Best viewed in color and zoom in.

training data. Consequently, existing works have mainly
focused on one-class or unsupervised anomaly detection
[2,7,8,20,29,31,51,57], which only requires normal images.
These methods typically fit a model to the normal images and
treat any deviations from it as anomalous. When hundreds
or thousands of normal images are available, many methods
achieve high-accuracy on public benchmarks [3, 8, 31]. But
in the few-normal-shot regime, there is still room to improve
performance [14, 32, 39, 57], particularly in comparison with
the fully-supervised upper bound.

Second, prior work has focused on training a bespoke
model for each visual inspection task, which is not scalable
across the long-tail of tasks. This motivates our interest
in zero-shot anomaly classification and segmentation. But
many defects are defined with respect to a normal image.
For example, a missing component on a circuit board is
most easily defined with respect to a normal circuit board
with all components present. For such cases, at least a few
normal images are needed. So in addition to the zero-shot
case, we also consider the case of few-normal-shot anomaly
classification and segmentation. Since only few normal
images are available, there is no segmentation supervision
for localizing anomalies, making this a challenging problem
across the long-tail of tasks.

This CVPR paper is the Open Access version, provided by the Computer Vision Foundation.
Except for this watermark, it is identical to the accepted version;

the final published version of the proceedings is available on IEEE Xplore.

19606



Figure 2. Motivation of language guided visual inspection. (a) Language helps describe and clarify normality and anomaly; (b) Aggregating
multi-scale features helps identify local defects; (c) Normal images provide rich referencing content to visually define normality

Vision-language models [1, 18, 27, 36] have shown
promise in zero-shot classification tasks. Large-scale train-
ing with vision-language annotated pairs learns expressive
representations that capture broad concepts. Without addi-
tional fine-tuning, text prompts can then be used to extract
knowledge from such models for zero-/few-shot transfer to
downstream tasks including image classification [27], object
detection [11] and segmentation [45]. Since CLIP is one of
the few open-source vision-language models, these works
build on top of CLIP, benefiting from its generalization abil-
ity, and showing competitive low-shot performances in both
seen and unseen objects compared to full supervision.

In this paper, we focus on zero-shot and few-normal-
shot (1 to 4) regime, which has received limited atten-
tion [14, 32, 39]. Our hypothesis is that language is perhaps
even more important for zero-shot/few-normal-shot anomaly
classification and segmentation. This hypothesis stems from
multiple observations. First, “normal” and “anomalous” are
states [17] of an object that are context-dependent, and lan-
guage helps clarify these states. For example, “a hole in a
cloth” may be a desirable or undesirable depending upon
whether distressed fashion or regular fashion clothes are be-
ing manufactured. Language can bring such context and
specificity to the broad “normal” and “anomalous” states.
Second, language can provide additional information to dis-
tinguish defects from acceptable deviations from normality.
For example, in Figure 2(a), language provides informa-
tion on the soldering defect, while minor scratches/stains
on background are acceptable. In spite of these advantages,
we are not aware of prior work leveraging vision-language
models for anomaly classification and segmentation. In this
work, with the pre-trained CLIP as a base model, we show
and verify our hypothesis that language aids zero-/few-shot
anomaly classification/segmentation.

Since CLIP is one of the few open-source vision-language
models, we build on top of it. Previously, CLIP-based meth-
ods have been applied for zero-shot classification [27]. CLIP
can be applied in the same way to anomaly classification,
using text prompts for “normal” and “anomalous” as classes.
However, we find naı̈ve prompts are not effective (see Ta-
ble 3). So we improve the naı̈ve baseline with a state-level

word ensemble to better describe normal and anomalous
states. Another challenge is that CLIP is trained to enforce
cross-modal alignment only on the global embeddings of
image and text. However, for anomaly segmentation we seek
pixel-level classification and it is non-trivial to extract dense
visual features aligned with language for zero-shot anomaly
segmentation. Therefore, we propose a new Window-based
CLIP (WinCLIP), which extracts and aggregates the multi-
scale features while ensuring vision-language alignment.
The multiple scales used are illustrated in Figure 2(b). To
leverage normal images available in the few-normal-shot
setting, we introduce WinCLIP+, which aggregates comple-
mentary information from the language driven WinCLIP and
visual cues from the normal reference images, such as the
one shown in Figure 2(c). We emphasize that our zero-shot
models do not require any tuning for individual cases, and
the few-normal-only setup does not use any segmentation
annotation, facilitating applicability across a broad range of
visual inspection tasks. As a sample, Figure 1 illustrates
WinCLIP and WinCLIP+ qualitative results for a few cases.

To summarize, our main contributions are:

• We introduce a compositional prompt ensemble, which
improves zero-shot anomaly classification over the
naı̈ve CLIP based zero-shot classification.

• Using the pre-trained CLIP model, we propose Win-
CLIP, that efficiently extract and aggregate multi-scale
spatial features aligned with language for zero-shot
anomaly segmentation. As far as we know, we are
the first to explore language-guided zero-shot anomaly
classification and segmentation.

• We propose a simple reference association method,
which is applied to multi-scale feature maps for im-
age based few-shot anomaly segmentation. WinCLIP+
combines the language-guided and vision-only methods
for few-normal-shot anomaly recognition.

• We show via extensive experiments on MVTec-AD
and VisA benchmarks that our proposed methods Win-
CLIP/WinCLIP+ outperform the state-of-the-art meth-
ods in zero-/few-shot anomaly classification and seg-
mentation with large margins.
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2. Related work
Vision-language modeling. Among the recent successes of
large pre-trained vision-language models (VLM) [1, 18, 27],
CLIP [27] is the first to perform pre-training on web-scale
image-text data, showing unprecedented generality: e.g.,
its language-driven zero-shot inference, improved effective
robustness [40], as well as showing a better perceptual align-
ment [10]. Many following VLM works explored large-scale
pre-training in different aspects, e.g., scaling up data [18], ef-
ficient designs [1,21,46], multi-tasks [22,42], etc. To democ-
ratize large-scale VLM for the usages in different domains,
a billion-scale data LAION-5B [36], a code base of Open-
CLIP with pre-trained models [16] are open-sourced. Other
works presented CLIP’s promise in zero-/few-shot transfer
to downstream tasks beyond classification [11, 30, 41, 45].
Good prompt engineering and tuning can non-trivially ben-
efit generalization performances [27, 56]. Moreover, some
other works [28, 54, 55] leverage the pre-trained CLIP for
language guided detection and segmentation with promising
performances.

Anomaly classification and segmentation. Due to the
scarcity of anomalies, the major focus has been on one-
class methods with many normal images [7, 8, 20, 48, 50, 51].
While the MVTec-AD benchmark [3] is saturated by sev-
eral works [31, 47, 50], their specific application is hin-
dered due to their unscalable full-normal-shot setup. Recent
works [32, 39] explored few-shot setups by leveraging aug-
mentation to expand the small support set for better normality
modeling. RegAD [14] further proposed a model-reusing
by pre-training an object-agnostic registration network with
diverse images to model normality for unseen object, given
a few normal samples. Meanwhile, to close the gap between
academical and industrial data, Visual Anomaly (VisA) [57]
is introduced for a challenging benchmark over MVTec-AD.
Additionally, Vision Transformer (ViT) have recently shown
its potential in visual inspection [9, 25].

State classification. In some sense, anomaly classifica-
tion is related to state classification [17] that predicts if an
object is normal or anomalous. While the major works in
computer vision focus on object, scene, or material recogni-
tion [13, 34, 38, 44], state classification aims to differentiate
the fine-grained sub-object physical properties or attributes.
Several datasets covering generic states/attributes (e.g. tall,
crack, red, smooth) over diverse objects and scenes are intro-
duced [15, 17, 23, 49]. Some works [24, 26, 43] built graphs
consisting of attributes and objects, of which relationship is
learnt by graph neural networks [52].

3. Background
Anomaly classification and segmentation. Given an image
x ∈ X , both anomaly classification and segmentation (ACS)
aim to predict “abnormality” in x. Specifically, we consider

anomaly classification (AC) as a binary classification X →
{−,+} where “+” indicates the presence of anomaly in
image-level. And anomaly segmentation (AS) is its pixel-
level extension to output the location of anomalies via X →
{−,+}h×w for a certain image with size h×w. In practice,
the tasks are often cast into problems of predicting anomaly
scores. For example, anomaly classification typically models
a mapping ascore : X → [0, 1] so that a binary classification
can be performed by thresholding ascore(x).

Due to the lack of anomalous (or positive) samples in
practice, the one-class scenario, where the training data D :=
{(xi,−)}Ki=1 consists of only normal (or negative) samples,
has been widely used. In this paper, we follow the one-class
protocol, particularly focusing on extreme cases of few-shot
(K = 1 to 4) and the unexplored zero-shot setups for both
AC and AS. And we assume an available list of task-specific
texts tags, e.g., for objects and relevant defects.

Zero-shot classification with CLIP. Contrastive Language-
Image Pre-training (CLIP) [27] is a large-scale pre-training
method that offers a joint vision-language representation.
Given million-scale image-text pairs {(xt, st)}Tt=1 from the
web, CLIP trains an image encoder f and a text encoder
g via contrastive learning [6, 53] to maximize the correla-
tion between f(xt) and g(st) across t in terms of cosine
similarity ⟨f(x), g(s)⟩. Given an input x and a closed set
of free-form texts S = {s1, · · · , sk}, CLIP can perform
zero-shot classification via a k-way categorical distribution:

p(s = si|x; s ∈ S) :=
exp(⟨f(x), g(si)⟩/τ)∑
s∈S exp(⟨f(x), g(s)⟩/τ)

, (1)

where τ > 0 is the temperature hyperparameter.
For a set of class words C = {c1, · · · , ck}, it has shown

that accompanying each label word c ∈ C with a prompt tem-
plate, e.g., “a photo of a [c]”, improves accuracy
over the case without templates. Moreover, an ensemble
of prompt embeddings that aggregates multiple (80) tem-
plates e.g., “a cropped photo of a [c]”, can fur-
ther boost the performance [27]. Overall, we are essentially
“retrieving” the visual knowledge of CLIP through the lan-
guage interface in appropriate manners. In this paper, we
further explore how to extract the knowledge of CLIP in a
way more suitable for anomaly recognition.

4. WinCLIP and WinCLIP+
In this section, we first establish a novel binary zero-

shot anomaly classification framework with a Composi-
tional Prompt Ensemble to improve CLIP for anomaly clas-
sification (Section 4.1). Next, we propose a simple-yet-
effective Window-based CLIP (WinCLIP) for efficient zero-
shot anomaly segmentation (Section 4.2). Lastly, we propose
an extension WinCLIP+ to benefit from few normal refer-
ence images, while maintaining the complementary benefits
of language-guided predictions (Section 4.3).
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4.1. Language-driven zero-shot AC

Two-class design. We introduce a binary zero-shot
anomaly classification framework CLIP-AC by adapting
CLIP with two class prompts [c] - “normal [o]”
vs. “anomalous [o]”. [o] is an object-level label, e.g.,
“bottle” when available, or simply “object”. In addi-
tion, we also test a one-class design by only using the normal
prompt s− := “normal [o]” to define anomaly score as
“−⟨f(x), g(s−)⟩”. We observe the simple two-class design
from CLIP already yield a non-trial performance and out-
performs one-class design significantly in experiments (Ta-
ble 3). This demonstrates (a) CLIP pre-trained by large web
dataset provides a powerful representation with good align-
ment between text and images for anomaly tasks (b) specific
definition about anomaly is necessary for good performance.
Compositional prompt ensemble (CPE). Unlike object-
level classifiers, CLIP-AC performs classification between
two states of a given object, i.e., either “normal” or “anoma-
lous”, which are subjective with various definitions depend-
ing on tasks. For example, “missing transistor” is “anoma-
lous” for a circuit board while “cracked” is “anomalous” for
wood. To better define the two abstract states of objects,
we propose a Compositional Prompt Ensemble to generate
all combinations of pre-defined lists of (a) state words per
label and (b) text templates, rather than freely writing defi-
nitions. The state words include common states shared by
most objects, e.g., “flawless” for normality/“damaged” for
anomaly. Also we can optionally add task-specific state
words given prior knowledge of defects, e.g., “bad solder-
ing” on PCB. Moreover, we curate a template list specifi-
cally for anomaly tasks e.g., “a photo of a [c] for
visual inspection”. Check details on prompt engi-
neering in supplementary. As in top-left of Figure 4, after
getting all the combinations of states and templates, we com-
pute the average of text embeddings per label to represent the
normal and anomalous classes. Note that CPE is different
from CLIP prompt ensemble that does not explain object
labels (e.g., “cat”) and only augments templates selected by
trial-and-error for object classification, including the ones un-
suitable for anomaly tasks, e.g., “a cartoon [c]”. Thus,
the texts from CPE are more aligned with images in CLIP’s
joint embedding space for anomaly tasks. We denote the
zero-shot scoring model with CPE as ascore0 : Rd → [0, 1]
for an image embedding f(x).
Remark. Our two-class design with CPE is a novel ap-
proach to define anomaly compared to standard one-class
methods [31,33]. Anomaly detection is an ill-posed problem
due to the open-ended nature. Previous methods model nor-
mality only by normal images regarding any deviation from
normality as anomaly. Such solution is by nature hard to
distinguish true anomalies from acceptable deviations from
normality, e.g., ”scratch on circuit” vs. ”tiny yet acceptable
scratch”. But language can define states in concrete words.

Figure 3. WinCLIP feature extraction in multiple scales of windows
through CLIP image encoder, e.g., ViT taking a sequence of (non-
masked) patches as input. Window embeddings encode the global
information (e.g., from the class token) within each window.

4.2. WinCLIP for zero-shot AS

Given the language guided anomaly scoring model from
CPE, we propose Window-based CLIP (WinCLIP) for zero-
shot anomaly segmentation to predict pixel-level anomalies.
WinCLIP extracts dense visual features with good language
alignment and local details for x, followed by applying
ascore0 spatially to obtain the anomaly segmentation map.
Specifically, given an image x of resolution h × w and an
image encoder f , WinCLIP obtains a map of d-dimensional
feature map FW ∈ Rh×w×d as follows:

1. Generate a set of sliding windows {wij}ij , where each
window wij ∈ {0, 1}h×w is a binary mask that is active
locally for a k × k kernel around (i, j).

2. Collect each output embedding FW
ij , computed from the

active area of x after applying each wij , defined by:

FW
ij := f(x⊙wij), (2)

where ⊙ is the element-wise product (see Figure 3).

Figure 3 illustrates the dense feature extraction of WinCLIP
with ViT while it is also applicable to CNN.

In addition, we also explore a natural dense representa-
tion candidate, penultimate feature map, the last feature map
before pooling. Specifically, for patch embedding map FP

(other than the class token [CLS]) of ViT-based CLIP, top
of Figure 3, we apply ascore0 patch-wisely for segmentation.
However, we observe that such patch-level features are not
aligned with the language space, leading to a poor dense
predictions (Table 8). We conjecture this is caused by those
features have not been directly supervised with language
signal in CLIP. Also these patch features have already ag-
gregated the global context due to self-attention, hindering
capturing local details for segmentation.

Compared to the penultimate features FP, we remark
dense features from WinCLIP is more aligned with language:
e.g., for ViT-based CLIP, all the features in FW are now from
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Figure 4. Workflows of WinCLIP/WinCLIP+ (upper/entire pane). Various states and templates are composited and converted to two text
embeddings as class prototypes via CLIP text encoder (Section 4.1). The class prototypes are correlated with the multi-scale features from
CLIP image encoder (Figure 3) for zero-shot AC/AS in WinCLIP. WinCLIP+ applies the reference association on patch, small-/mid-window
(Patch/WindowAssociation) for vision-based anomaly score maps, which are aggregated for few-shot AS/AC with language-guided scores.

class tokens which are directly aligned to texts in CLIP
pre-training. Also the features focus more on local details
via sliding windows. Lastly, WinCLIP can be efficiently
computed, especially with ViT architecture. Concretely, the
computation of (2) can directly benefit from just dropping
all the masked patches before forwarding them, in a similar
manner to masked autoencoder [12].

Harmonic aggregation of windows. For each local win-
dow, the zero-shot anomaly score MW

0,ij is similarity be-
tween the window feature FW

ij and text embeddings from
compositional prompt ensemble. This score is distributed
to every pixel of the local window. Then at each pixel, we
aggregate multiple scores from all overlapping windows to
improve segmentation by harmonic averaging (3), weighting
more on scores towards normality prediction (zero value).

M̄W
0,ij :=

(
1∑

u,v (wuv)ij

∑
u,v

(wuv)ij
MW

0,uv

)−1

. (3)

Multi-scale aggregation. The kernel size k corresponds
to the amount of surrounding context for each location in
computing WinCLIP features (2). It controls the balance
between local details and global information in segmentation.
To capture defects of sizes ranging from small to large scale,
we aggregate predictions from multi-scale features: e.g.,
(a) small-scale (2× 2 in patch scales of ViT; corresponds to
32×32 in pixels), (b) mid-scale (3×3 in ViT; 48×48), and (c)
image-scale feature (ViT class token capturing image context

due to self-attention). We also adopt harmonic averaging for
aggregation. Figure 3 illustrates the features on each scale.

4.3. WinCLIP+ with few-normal-shots

For a comprehensive anomaly classification and segmen-
tation, language guided zero-shot approach is not enough
as certain defects can only be defined via visual reference
rather than only text. For example, “Metal-nut” in MVTec-
AD [3] has an anomaly type labeled as “flipped upside-
down”, which can only be identified relatively from a normal
image. To define and recognize the anomalies more precisely,
we propose an extension of WinCLIP, WinCLIP+, by incor-
porating K normal reference images D := {(xi,−)}Ki=1.
WinCLIP+ combines the complementary prediction from
both language-guided and visual based approachs for better
anomaly classification and segmentation.

We first propose a reference association as the key module
to incorporate given reference images, which can simply
store and retrieve the memory features R of D based on the
cosine similarity. Given such module and the corresponding
(e.g., patch-level2) features F ∈ Rh×w×d extracted from
a query image, a prediction M ∈ [0, 1]h×w for anomaly
segmentation can be made by:

Mij := min
r∈R

1
2 (1− ⟨Fij , r⟩). (4)

Then we apply this association module at multiple scales
of feature maps that are obtained from WinCLIP (see Fig-

2Nevertheless, the module is generally applicable for other scales.
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ure 4 for the overall illustration). Specifically, given few-shot
samples, we construct separate reference memories from
three different features: (a) WinCLIP features at small-scale
FW
s, (b) those at mid-scale FW

m, and also (c) from penultimate
features FP with global context (e.g., the patch tokens in
ViT capturing image context due to self-attention). Even
though FP is not aligned with language, it still useful to
define normality and anomaly.

As a result, WinCLIP+ gets three reference memories:
RW

s, RW
m, and RP. Then, we average their multi-scale pre-

dictions (4) for anomaly segmentation for a given query,

MW := 1
3 (M

P +MW
s +MW

m), (5)

and then fusing with our language-guided prediction M̄W
0.

To perform anomaly classification, we combine the maxi-
mum value of MW and the WinCLIP zero-shot classification
score. The two scores have complementary information to
collaborative with, specifically (a) one from the spatial fea-
tures of few-shot references, and (b) the other one from the
CLIP knowledge retrieved via language:

ascoreW(x) :=
1
2

(
ascore0(f(x)) + max

ij
MW

ij

)
. (6)

5. Experiments
We perform an array of experiments to evaluate the perfor-

mance of WinCLIP-based ACS under low-shot regimes, cov-
ering recent challenging benchmarks on industrial anomaly
classification and segmentation that we are focusing on. We
also conduct an extensive ablation study to validate the in-
dividual effectiveness of our proposed components. The
detailed setups, e.g., pre-processing, metrics, and other im-
plementation details, are given in the supplementary.

Datasets. Our experiments are based on MVTec-AD [3] and
VisA [57] datasets. Both benchmarks consist of diverse sub-
datasets of different objects, e.g., capsules, circuit boards,
each of which contains high-resolution images (viz., 7002-
10242 for MVTec-AD, and roughly 1.5K × 1K for VisA) of
common objects with the full pixel-level annotations.

Evaluation metrics. For classification, we report (a) Area
Under the Receiver Operating Characteristic (AUROC) fol-
lowing the literature [8,31,48], as well as (b) Area Under the
Precision-Recall curve (AUPR) and (c) F1-score at optimal
threshold (F1-max) for a clearer view against potential data
imbalance [57]). For segmentation, we report (a) pixel-wise
AUROC (pAUROC) and (b) Per-Region Overlap (PRO) [4]
scores [8, 20], and (c) (pixel-wise) F1-max in a similar man-
ner to the anomaly classification evaluation.

Implementation details. We adopt the CLIP implementa-
tion of OpenCLIP3 and its public pre-trained models in our

3https://github.com/mlfoundations/open_clip

experiments: namely, we use the LAION-400M [37] based
CLIP with ViT-B/16+ [16] unless otherwise noted. We apply
WinCLIP with stride 1 on ViT patch embeddings, which is
equivalent to stride 16 in pixel-level in case of ViT-B/16+.

5.1. Zero-/few-shot anomaly classification

In Table 1 we compare zero-shot and few-normal-shot
anomaly classification results with prior works.

For zero-shot setup, we compare WinCLIP with two
prior models: CLIP-AC (first row of Table 1), which is
the original CLIP zero-shot classification [27] with labels
of the form {“normal [c]”, “anomalous [c]”}, and
CLIP-AC with the prompt ensemble (second row in Table 1)
from [27] engineered for ImageNet [19]. We see that Win-
CLIP significantly improves over using these naı̈ve adapta-
tions of CLIP on both MVTec-AD and VisA. Section 5.4
presents ablation study on a break-down of this gain.

For the few-normal-shot setup, we see the same trend:
WinCLIP+ outperforms prior works by a wide margin across
all metrics on both benchmarks. In particular, we improve
upon the state-of-the-art PatchCore [31] by 9.7% on 1-shot
MVTec-AD and by 5.3% on 1-shot VisA. On MVTec-AD,
we note that zero-shot WinCLIP outperforms the few-shot
versions of prior works. Furthermore, WinCLIP+ 1/2/4-shot
performance is better than WinCLIP 0-shot performance,
highlighting the additional value of reference normal images.

5.2. Zero-/few-shot anomaly segmentation

In Table 4 we compare zero-shot and few-normal-shot
anomaly segmentation results with prior works. While there
are no prior works on zero-shot anomaly segmentation, we
adapt two methods developed for other problems to our setup.
First, Trans-MM [5] is a recent model interpretation method
applicable to Transformers that provides a pixel-level mask.
Second, MaskCLIP [55] is a general semantic segmentation
model based on CLIP. We see that WinCLIP outperforms
both methods by a wide margin on both MVTec-AD and
VisA, highlighting that generic adaptations of CLIP do not
perform as well as WinCLIP.

For the few-normal-shot setup, we compare with three
prior works, which are designed specifically for anomaly
localization. We see that WinCLIP+ again outperforms these
prior methods across all metrics on both benchmarks, show-
ing the additional value provided by language prompts. In
Figure 5, we show qualitative results for a number of objects
and defects. We see that in all cases, 1-shot WinCLIP+ pro-
vides a mask that is more concentrated on the ground truth
compared to prior works. We also see that 1/2/4-normal-shot
WinCLIP+ is better than 0-shot WinCLIP, demonstrating the
complementary benefits of language driven prediction and
visual only based model based on reference normal images.
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Anomaly Classification MVTec-AD VisA

Setup Method AUROC AUPR F1-max AUROC AUPR F1-max

0-shot
CLIP-AC [27] 74.0±0.0 89.1±0.0 88.5±0.0 59.3±0.0 67.0±0.0 74.4±0.0
+ Prompt ens. [27] 74.1±0.0 89.5±0.0 87.8±0.0 58.2±0.0 66.4±0.0 74.0±0.0

WinCLIP (ours) 91.8±0.0 96.5±0.0 92.9±0.0 78.1±0.0 81.2±0.0 79.0±0.0

1-shot

SPADE [7] 81.0±2.0 90.6±0.8 90.3±0.8 79.5±4.0 82.0±3.3 80.7±1.9
PaDiM [8] 76.6±3.1 88.1±1.7 88.2±1.1 62.8±5.4 68.3±4.0 75.3±1.2
PatchCore [31] 83.4±3.0 92.2±1.5 90.5±1.5 79.9±2.9 82.8±2.3 81.7±1.6

WinCLIP+ (ours) 93.1±2.0 96.5±0.9 93.7±1.1 83.8±4.0 85.1±4.0 83.1±1.7

2-shot

SPADE [7] 82.9±2.6 91.7±1.2 91.1±1.0 80.7±5.0 82.3±4.3 81.7±2.5
PaDiM [8] 78.9±3.1 89.3±1.7 89.2±1.1 67.4±5.1 71.6±3.8 75.7±1.8
PatchCore [31] 86.3±3.3 93.8±1.7 92.0±1.5 81.6±4.0 84.8±3.2 82.5±1.8

WinCLIP+ (ours) 94.4±1.3 97.0±0.7 94.4±0.8 84.6±2.4 85.8±2.7 83.0±1.4

4-shot

SPADE [7] 84.8±2.5 92.5±1.2 91.5±0.9 81.7±3.4 83.4±2.7 82.1±2.1
PaDiM [8] 80.4±2.5 90.5±1.6 90.2±1.2 72.8±2.9 75.6±2.2 78.0±1.2
PatchCore [31] 88.8±2.6 94.5±1.5 92.6±1.6 85.3±2.1 87.5±2.1 84.3±1.3

WinCLIP+ (ours) 95.2±1.3 97.3±0.6 94.7±0.8 87.3±1.8 88.8±1.8 84.2±1.6

Table 1. Comparison of anomaly classification (AC) performance on MVTec-AD and VisA
benchmarks. We report the mean and standard deviation over 5 random seeds for each measure-
ment. Bold indicates the best performance.

Methods Setup AC AS

WinCLIP (ours) 0-shot 91.8 85.1
WinCLIP+ (ours) 1-shot 93.1 95.2
WinCLIP+ (ours) 4-shot 95.2 96.2

DifferNet [32] 16-shot 87.3 -
TDG [39] 10-shot 78.0 -
RegAD-L [14] 2-shot 81.5 93.3
RegAD [14] 4 + agg. 88.2 95.8

MKD [35] full-shot 87.7 90.7
P-SVDD [48] full-shot 92.1 95.7
CutPaste [20] full-shot 95.2 96.0
PatchCore [31] full-shot 99.6 98.2

Table 2. Comparison with existing
many-shot ACS methods in AUROC
(or pixel-) on MVTec-AD.

Method AUROC AUPR F1-max

(a) One-class 34.2 68.9 83.5

Two-class 74.0 89.1 88.5
(b) + State ens. 89.8 95.6 92.2
(c) + Prompt ens. 90.8 96.1 92.5
(d) + Multi-crop 91.8 96.5 92.9

Table 3. Comparison of AC perfor-
mance on MVTec-AD across Win-
CLIP ablations in AC (Section 4.1).

5.3. Comparison with many-shot methods

In Table 2 we compare our zero-/few-shot results with
full-shot results of several prior works on MVTec-AD. Our
4-shot WinCLIP+ is competitive with CutPaste [20], a recent
method that utilizes the full-shot samples for model tun-
ing. Also, our 0-shot WinCLIP outperforms recent few-shot
methods in AC, such as DifferNet [32] and TDG [39], even
compared to their results with more than 10-shots. Recently,
a new setup of aggregated few-shot is proposed [14], where
one is free to use all the training samples but for the target
class which is restricted to k-shot. Our 4-shot WinCLIP+
outperforms RegAD’s aggregated 4-shot [14] performance.

5.4. Ablation study

We perform component-wise analysis on MVTec-AD [3].
A further study, e.g., comparison with CLIP-based Patch-
Core, effect of different backbones, discussion on failure
cases, etc., can be found in the supplementary material.

WinCLIP for AC: In Table 3, we report the individual
effect of components that constitute our zero-shot AC model.
Firstly, we observe (a) the textual supervision for the word
“anomalous” is crucial to achieve a reasonable perfor-
mance (“One-class”; Section 4.1), suggesting the effective-
ness of CLIP knowledge about “abnormality”. Next, we
confirm that having a diversity in both (b) state-level and
(c) prompt-level texts are the key source of gains. And we
remark the proposed state ensemble as a more significant
component. Finally, we observe (d) applying multi-crop
prediction [13] could also yield a minor improvement.

WinCLIP for AS: Table 8 validates not only the efficiency

of WinCLIP to extract local features for zero-shot AS, but
also the effectiveness of multi-scale and harmonic averaging
to boost the results. To this end, we consider the following
additional baselines that also extract patch-level features:
(i) Patch-token (Section 4.2): it takes the patch features at
the last layer, and (ii) Image tiling: it first performs dense
“tiling” on an image and then obtains “tile” embeddings for
segmentation by forwarding each tile with resizing. Over-
all, the comparison shows that patch-tokens are not aligned
with language despite its fast inference time, while “Image
tiling” makes a significant computational overhead although
it does benefit from their local features. WinCLIP achieves
accelerated inference due to its window-based computation
of local features, with even better performance. Also based
on the multi-scale study, we observe that segmentation ben-
efits from both features with image-level, and middle/local
context. Note that the scores from last patch embeddings of
ViT encodes global context thanks to self-attention, which
contributes to a comprehensive localization in WinCLIP.

WinCLIP+ for AC and AS: We ablate on different fac-
tors to define WinCLIP+ scores for AC (6) and AS (5) re-
spectively. For AC, from Table 5, we clearly remark the
effectiveness of ascore0 upon maxMW. Interestingly, we
observe ascore0 is beneficial even in higher-shot regimes
where maxMW can be better, confirming their complemen-
tary effects. For AS, in Table 6, we notice the effect of adding
MW

m (or MW
s) upon MP, i.e., the prediction from WinCLIP

features: apart from the good performance of MP, MW could
still provide useful information from its local-awareness.

WinCLIP with task-specific defects: As mentioned in
Section 4.1, besides using the generic state words and tem-
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(a) MVTec-AD (1-shot) (b) VisA (1-shot)

Figure 5. Qualitative comparison of 1-shot anomaly segmentation results on MVTec-AD and VisA benchmarks.

Anomaly Segmentation MVTec-AD VisA

Setup Method pAUROC PRO F1-max pAUROC PRO F1-max

0-shot
Trans-MM [5] 57.5±0.0 21.9±0.0 12.1±0.0 49.4±0.0 10.2±0.0 3.1±0.0
MaskCLIP [55] 63.7±0.0 40.5±0.0 18.5±0.0 60.9±0.0 27.3±0.0 7.3±0.0

WinCLIP (ours) 85.1±0.0 64.6±0.0 31.7±0.0 79.6±0.0 56.8±0.0 14.8±0.0

1-shot

SPADE [7] 91.2±0.4 83.9±0.7 42.4±1.0 95.6±0.4 84.1±1.6 35.5±2.2
PaDiM [8] 89.3±0.9 73.3±2.0 40.2±2.1 89.9±0.8 64.3±2.4 17.4±1.7
PatchCore [31] 92.0±1.0 79.7±2.0 50.4±2.1 95.4±0.6 80.5±2.5 38.0±1.9

WinCLIP+ (ours) 95.2±0.5 87.1±1.2 55.9±2.7 96.4±0.4 85.1±2.1 41.3±2.3

2-shot

SPADE [7] 92.0±0.3 85.7±0.7 44.5±1.0 96.2±0.4 85.7±1.1 40.5±3.7
PaDiM [8] 91.3±0.7 78.2±1.8 43.7±1.5 92.0±0.7 70.1±2.6 21.1±2.4
PatchCore [31] 93.3±0.6 82.3±1.3 53.0±1.7 96.1±0.5 82.6±2.3 41.0±3.9

WinCLIP+ (ours) 96.0±0.3 88.4±0.9 58.4±1.7 96.8±0.3 86.2±1.4 43.5±3.3

4-shot

SPADE [7] 92.7±0.3 87.0±0.5 46.2±1.3 96.6±0.3 87.3±0.8 43.6±3.6
PaDiM [8] 92.6±0.7 81.3±1.9 46.1±1.8 93.2±0.5 72.6±1.9 24.6±1.8
PatchCore [31] 94.3±0.5 84.3±1.6 55.0±1.9 96.8±0.3 84.9±1.4 43.9±3.1

WinCLIP+ (ours) 96.2±0.3 89.0±0.8 59.5±1.8 97.2±0.2 87.6±0.9 47.0±3.0

Table 4. Comparison of anomaly segmentation (AS) performance on MVTec-AD and
VisA benchmarks. We report the mean and standard deviation over 5 random seeds for
each measurement. Bold indicates the best performance.

WinCLIP+ (AC) # shots (AUROC)

maxMW ascore0 1 2 4 8

✓ ✗ 87.9 91.0 92.6 94.5
✗ ✓ 91.8 91.8 91.8 91.8

✓ ✓ 93.1 94.4 95.2 96.3

Table 5. k-shot AC ablations: MVTec-AD.
Bold/underline indicate the best/runner-up.

WinCLIP+ (AS) # shots (pAUROC)

MP MW
m MW

s 1 2 4 8

✓ ✗ ✗ 94.5 94.8 95.4 95.8

✓ ✓ ✗ 95.1 95.7 96.3 96.6
✓ ✓ ✓ 95.2 96.0 96.2 96.5

Table 6. k-shot AS ablations: MVTec-AD.
Bold/underline indicate the best/runner-up.

Method PCB2 PCB4 Pipe fryum Mean

WinCLIP 51.2 79.6 69.7 78.1
+ specific states 56.5 82.7 70.4 78.9

Table 7. Ablation on specific states: VisA.

Method pAUROC PRO F1-max Time (ms)

Patch-token 22.4 2.3 8.0 95.5±18.8
Image tiling 77.9 57.5 25.5 1442.1±62.2

WinCLIP (ours) 85.1 64.6 31.7 389.4±18.5
w/o image-scale 82.0 63.0 29.5 378.6±20.2
w/o mid-scale 84.0 61.6 30.5 190.7±13.9
w/o small-scale 84.7 63.6 30.6 265.4±15.9
w/o Harmonic avg. 81.5 60.5 27.3 279.9±22.8

Table 8. Comparison of AS performance on MVTec-AD and its per-
image inference time, measured at Amazon EC2 G4dn instances.

plates (Fig. 6 of supplementary) to cover common cases, our
compositional prompt ensemble also supports task-specific
state words, e.g., “missing part” on PCB/“burnt” pipe fryum;
both VisA and MVTec-AD release specific defect types. Ab-
lation study in Table 7 shows that specific state words further
improve zero-shot classification in VisA by 0.8% average
AUROC with 5.3% gain on the challenging PCB2.

6. Conclusion
We propose a novel framework to define normality and

anomaly via both fine-grained textual definitions and normal

reference images for comprehensive anomaly classification
and segmentation. First, we show that the CLIP pre-trained
on large-scale web data provides a powerful representation
with good alignment between texts and images for anomaly
recognition tasks. The compositional prompt ensemble de-
fines the normality and anomaly in text and helps to distill
knowledge from the pre-trained CLIP for better zero-shot
anomaly recognition. WinCLIP efficiently aggregates multi-
scale features with image-text alignment from window and
image-level to perform zero-shot segmentation. Moreover,
given a few normal samples, vision based reference asso-
ciation provides complementary information about the two
states to language definitions, leading to few-shot WinCLIP+.
In recent benchmarks, WinCLIP and WinCLIP+ outperform
state-of-the-arts in zero-/few-shot setups with considerable
margins. We believe our work will bring values complemen-
tary to standard one-class methods. For further improvement,
vision-language pre-training with industrial domain data is a
promising direction that is left as a future work.
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