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Abstract

The success of existing multi-view clustering relies on the assumption of sample integrity across multiple views. However, in real-world scenarios, samples of multi-view are partially available due to data corruption or sensor failure, which leads to incomplete multi-view clustering study (IMVC). Although several attempts have been proposed to address IMVC, they suffer from the following drawbacks: i) Existing methods mainly adopt cross-view contrastive learning forcing the representations of each sample across views to be exactly the same, which might ignore view discrepancy and flexibility in representations; ii) Due to the absence of non-observed samples across multiple views, the obtained prototypes of clusters might be unaligned and biased, leading to incorrect fusion. To address the above issues, we propose a Cross-view Partial Sample and Prototype Alignment Network (CPSPAN) for Deep Incomplete Multi-view Clustering. Firstly, unlike existing contrastive-based methods, we adopt pair-observed data alignment as 'proxy supervised signals' to guide instance-to-instance correspondence construction among views. Then, regarding of the shifted prototypes in IMVC, we further propose a prototype alignment module to achieve incomplete distribution calibration across views. Extensive experimental results showcase the effectiveness of our proposed modules, attaining noteworthy performance improvements when compared to existing IMVC competitors on benchmark datasets.

1. Introduction

In modern society, data collected for real-world applications usually stems from different domains, sensors or feature extractors, which gives rise to multi-view learning in literature [2,43]. For instance, an autonomous car may have diverse sensors, and a movie is typically made up of images and audio. As an important paradigm of multi-view learning, multi-view clustering (MVC) [10,20,21,24,40,47] divides data by exploiting the consistent and complementary information across multiple views. The success of existing multi-view clustering methods heavily relies on the fully-available data assumption. However, in practical applications, some views of instances are only partially available due to unstable sensors and damaged storage media. When some views are missing [9], the natural alignment property of same instances across multiple views is destroyed, which may result in insufficient mining of complementary and consistent information. To handle the incompleteness issue, many incomplete multi-view clustering algorithms (IMVC) [15,31,38] with satisfactory performance have been proposed. Typical strategies are mainly based on matrix decomposition, incomplete multiple kernel learning and graph-based methods. Learning more discriminative consensus representations with incomplete view information is crucial to achieve better incomplete multi-view clustering performance. However, conventional IMVC methods are based on raw features and therefore, the performance heavily relies on the feature quality.

As deep neural networks [5,8,16,17,25,43] have demonstrated superior performance in learning high-level representations, deep learning has become prevalent in various fields of computer vision and pattern classification. To this end, researchers have explored combining deep neural networks [26,35] and conventional IMVC methods to improve clustering performance, and the resulting clustering method is called Deep Incomplete Multi-View Clustering (DIMVC) [11,30,37,39,42]. Most existing DIMVC methods adopt the principle of contrastive learning, treating different views of the same sample as positive pairs and their representations should be consistent. Such algorithms ignore the cross-view alignment correlation of samples and force instances of different views with unified representation, which may destroy the flexibility and variety of representations. We argue that the essence of IMVC task lies in discovering structural correspondence between different views, rather than rigidly and simply enforcing uniform representations across each view. In fact, IMVC can be re-
garded as a special case of 'partially-aligned' multi-view setting, where the pair-observed data provides supervised instance-alignment signals.

Moreover, as shown in the Fig. 1, the distribution learned from the incomplete multi-view data can be biased due to inadequate multi-view data. Specifically, during the clustering task, flexible representations may cause prototypes of each cluster to shift and become biased, which we refer to as the Prototype-Shifted Problem (termed PSP). Such a problem has been demonstrated in the Anchor-Unaligned Problem [32] for complete multi-view data, and undoubtedly has more essential impact on incomplete multi-view data. At the same time, contrastive-based DIMVC methods neglect this issue and do not explore relationships among different instances within the same view, which may further aggravate PSP. Therefore, it is necessary to match the relationship between the prototypes among views and perform clustering task accordingly.

To address the aforementioned issues, we propose a novel approach termed Cross-view Partial Sample and Prototype Alignment Network (CPSPAN) for Deep Incomplete Multi-view Clustering to perform cross-view partial sample alignment and solve the prototype-shifted problem. The framework of CPSPAN is illustrated in Fig. 3. In detail, different from the contrastive learning mode, the cross-view instance alignment module establishes the view-to-view correspondence of samples through the pair-observed data in Fig. 2 between each pair-wise views, so as to mine the structural information between views. Afterwards, to address the prototype-shifted problem in incomplete scenario, the prototype alignment module takes one view’s prototype set as anchors, and solves the permutation matrix between the two sets of prototypes, thereby establishing prototype-to-prototype correspondence based on optimal transport theory. Since prototypes are obtained based on samples, this module not only calibrates correspondences between cross-view shifted prototypes but also encodes the relationships between within-view samples. Ultimately, since our model is imputation-free upfront, in order to align the embeddings between views before finally performing feature fusion and clustering, we build cross-view structural relationship transfer for missing item imputations.

We summarize the major contributions of our work as follows,

- We propose a novel deep network to handle IMVC task, termed as CPSPAN. Differ from existing multi-view contrastive learning manner, we considers the IMVC from a novel insight with partially-aligned setting. To this end, CPSPAN optimal maximizes matching alignment between paired-observed data and construct cross-view intersection.

![Figure 1. An example illustration of shifted prototype across multi-view caused by incomplete setting. With different missing status, the prototypes learned by incomplete multi-view data may be shifted and leads to wrong correspondences.](image)

### 2. Related Work

This section briefly describes the latest research progress of Incomplete Multi-View Clustering (IMVC) and Deep Incomplete Multi-View Clustering (DIMVC).

#### 2.1. Incomplete Multi-view Clustering

We denote the samples with complete data as a set \( \{ \tilde{X}^{(v)} \in \mathbb{R}^{N_v \times D_v} \}_{v=1}^V \), where \( N_v \) denotes the number of complete instance in \( v \)-th view. As shown in Fig. 2, we utilize \( X_p^{(i,j)} \) and \( X_u^{(i,j)} \) to denote the pair-observed and unpaired instances respectively. \( K \) is the number of clusters.

3.1. Representation Learning Module and Prototype Set Generation

Incomplete Multi-view Representation Learning. In multi-view clustering tasks, deep autoencoders have been widely used to extract high-level representations of raw features [4, 12, 22, 41, 45]. Therefore, we equip each view with an auto-encoder to learn the clustering-friendly features of the respective view. To avoid inaccurate imputation or padding negatively impacting representation learning, we only train with the complete instance in each view. In order to avoid instance misalignment between views caused by missing data, we use resampling method to complement each view by sampling observed instances on each view. For the \( v \)-th view, an encoder-decoder pair, denoted as \( E_v \) and \( D_v \), is utilized to obtain the high-level embedding \( H^{(v)} \). Specifically, the feature extraction process of \( E_v \) is expressed as \( E_v(\tilde{X}^{(v)}; \theta_v^e) : \tilde{X}^{(v)} \in \mathbb{R}^{N_v \times D_v} \rightarrow H^{(v)} \in \mathbb{R}^{N_v \times d} \). The process of feature reconstruction of \( H^{(v)} \) by the decoder \( D_v \) is formulated as \( D_v(H^{(v)}; \phi_v^d) : H^{(v)} \in \mathbb{R}^{N_v \times d} \rightarrow \tilde{X}^{(v)} \in \mathbb{R}^{N_v \times D_v} \), where \( d \) is the dimension of the embedding on all views, \( \theta_v^e \) and \( \phi_v^d \) are the learnable parameters of autoencoder for the \( v \)-th view. Autoencoders are utilized to project the features of all views into the same dimensionality, which enables measuring correspondence between prototypes of different views in the same dimension. The reconstruction loss for all views is expressed as

\[
\mathcal{L}_{rec} = \sum_{v=1}^{V} \left\| \tilde{X}^{(v)} - D_v(H^{(v)}) \right\|_F^2 = \sum_{v=1}^{V} \sum_{i=1}^{N_v} \left\| \tilde{x}_i^{(v)} - D_v(E_v(\tilde{x}_i^{(v)})) \right\|_2^2
\]

our model is first pre-trained in the above way, so far it is still independent on each view.

Prototype Set Generation. In the \( d \)-dimensional feature space of each view, the prototype set of each view \( \{ C^{(v)} \}_{v=1}^V \) can be obtained by the following objective:

\[
\min_{C^{(v)}} \sum_{i=1}^{N_v} \sum_{j=1}^{K} \left\| h_i^{(v)} - c_j^{(v)} \right\|_2^2
\]

where \( C^{(v)} \in \mathbb{R}^{K \times d} \). The subsequent cross-view partial sample alignment and shifted prototype alignment are performed between the features generated by the \( E_v \) and \( D_v \) of each view and the prototype set \( C^{(v)} \) generated by Eq. (2).
3.2. Cross-view Partial Sample Alignment

In the context of missing data, the multi-view clustering method based on contrastive learning leverages $V$ representations of the same sample in different views as positive samples and views of other samples as negative samples. By doing so, the method forces the representations of different views corresponding to the same sample to converge, ultimately enabling the learning of consistent information across views. The commonly used loss function associated with this method is

$$
\ell^{(v)}_{i} = - \frac{1}{N} \sum_{r=1}^{V} \sum_{i=1}^{N} \log \left( \frac{1}{\tau} \exp \left( \frac{h_i^{(v)} h_i^{(r)}}{\tau} \right) \right) + \sum_{r, v' \neq v} \frac{1}{\tau} \exp \left( \frac{h_i^{(v')} h_i^{(r)}}{\tau} \right),
$$

where $h_i^{(r)}$ is the positive instance of the $i$-th sample in other view. $\tau$ is the temperature parameter to control the softness. After the optimization of the loss function in Eq. (4), the representation across views are forced to be exactly the same.

Different from previous methods based on the principle of contrastive learning, our cross-view instance alignment module can learn more flexible representations. The representations learned by our module are more flexible for two reasons. One is that the module uses the cosine similarity to measure the difference between paired data between two views in the feature space, rather than using the vector inner product or the Euclidean distance of the vector in the feature space, which is different from the clustering that pays more attention to mining the structural information of data. On the other hand, our method only restricts the representation of samples in different views to achieve the highest matching degree, and does not enforce the matching degree with other samples to be 0. This alignment approach avoids stretching samples that originally belong to the same cluster and is better suited to mining structural information.

Note that $X^{(i,j)}_p$ represents the pair-observed data in view $i$ and $j$. The number of instances in $X^{(i,j)}_p$ is $N_{(i,j)}$, and the corresponding paired embedding of $X^{(i,j)}_p$ in the feature space is $H^{(i,j)}_p$. We define the difference between the $p$-th instance in view $i$ and the $q$-th sample in view $j$ in $H^{(i,j)}_p$ as

$$
S^{(i,j)}_{p,q} = \frac{(h_{i,j}^{(i,j)})^T h_{i,j}^{(i,j)}}{\|h_{i,j}^{(i,j)}\| \|h_{i,j}^{(i,j)}\|},
$$

where $S^{(i,j)} \in \mathbb{R}^{N_{(i,j)} \times N_{(i,j)}}$ is the similarity matrix between paired embeddings in view $i$ and $j$.

As mentioned above, we only restrict all elements on the diagonal of $S^{(i,j)}$ to be 1, and do not impose constraints on other elements of $S^{(i,j)}$. We impose this constraint on paired embedding of each pair-wise views, so the loss func-
tion of our cross-view instance alignment module can be defined as

$$L_{ia} = \sum_{i=1, \ldots, V} \left\| \text{diag}(S^{(i,j)}) - \mathbf{1}_{N(i,j)} \right\|_2^2. \tag{6}$$

### 3.3. Shifted Prototype Alignment

By matching the prototype-to-prototype correspondence between each pairwise views, this module calibrates the relationship between samples in a view and the relationship between prototypes on different views, thereby solving the prototype-shifted problem and further improving the clustering performance.

Formally, the crucial step of this module is to obtain the permutation matrix $\mathbf{P} \in \mathbb{R}^{K \times K}$ between prototypes of different views. To achieve prototype alignment, we optimize $\mathbf{P}$ as an integer linear programming problem with the objective of achieving an optimal match between two prototype sets. Formally,

$$\arg \min_{\mathbf{P}} \text{Tr}(\mathbf{P} \mathbf{D} \mathbf{P}^T),$$

subject to $P_{ij} \geq 0, \forall (i, j)$,

$$\mathbf{P} \mathbf{1} = \mathbf{1},$$

$$\mathbf{P}^T \mathbf{1} = \mathbf{1},$$

where $\mathbf{P}$ is a square binary matrix that has exactly one entry of 1 in each row and column, and 0 elsewhere. We denote the permutation matrix between views $i$ and $j$ by $\mathbf{P}^{(i,j)}$. Taking the prototypes $\mathbf{C}^{(1)}$ and $\mathbf{C}^{(2)}$ on view 1 and view 2 as an example, if $\mathbf{C}^{(2)}$ is aligned to $\mathbf{C}^{(1)}$, after finding the best matching flow $\mathbf{P}^{(1,2)}$ between the two, use the permutation matrix $\mathbf{P}^{(1,2)}$ to left-multiply $\mathbf{C}^{(2)}$ to align to $\mathbf{C}^{(1)}$. The optimal formula for solving $\mathbf{P}^{(1,2)}$ is

$$\min_{\mathbf{P}^{(1,2)}} \left\| \mathbf{C}^{(1)} - \mathbf{P}^{(1,2)} \mathbf{C}^{(2)} \right\|_F^2. \tag{8}$$

In order to make the optimization of the permutation matrix suitable for the derivation mechanism in deep neural networks, we follow the method in PVC [7] and use the differentiable substitution of the Hungarian algorithm to establish the correspondence of prototype sets. Formally,

$$\Omega_1 = \text{ReLU}(\mathbf{P}^{(1,2)}), \tag{9}$$

$$\Omega_2 = \mathbf{P}^{(1,2)} - \frac{1}{n} (\mathbf{P}^{(1,2)} \mathbf{1} - \mathbf{1}) \mathbf{1}^T, \tag{10}$$

$$\Omega_3 = \mathbf{P}^{(1,2)} - \frac{1}{n} (\mathbf{1}^T \mathbf{P}^{(1,2)} - \mathbf{1}^T), \tag{11}$$

where $\Omega_1$, $\Omega_2$, and $\Omega_3$ project the permutation matrix $\mathbf{P}^{(1,2)}$ to the three constraint sets.

Following the above optimization process, we can obtain the permutation matrix and optimally match the prototype sets between each pairwise views, and the corresponding loss function is as follows

$$L_{pa} = \sum_{i=1, \ldots, V} \left\| \mathbf{C}^{(i)} - \mathbf{P}^{(i,j)} \mathbf{C}^{(j)} \right\|_F^2. \tag{12}$$

### 3.4. Structure Embedding Imputation Strategy

Since our model does not perform imputation during training, in order to align features between views, we propose a structure embedding imputation strategy to pad the missing embedding. Fig. 4 is an example of our imputation strategy. Specifically, first we calculate the similarity matrix based on all complete embeddings in the two views respectively. For a missing feature in view 1, we find the nearest neighbor to its embedding in view 2, and then directly fill the missing feature with that neighbor’s embedding in view 1.

### 3.5. The Objective Function

With the above definitions, we propose the following objective function:

$$\mathcal{L} = \mathcal{L}_{rec} + \alpha \mathcal{L}_{ia} + \beta \mathcal{L}_{pa}, \tag{13}$$

where $\mathcal{L}_{rec}$, $\mathcal{L}_{ia}$ and $\mathcal{L}_{pa}$ are within-view reconstruction loss for observable instances, cross-view partial sample alignment loss and shifted prototype alignment loss, respectively. In the experiments, we simply set both balance coefficients to 0.001.

### 4. Experiments

#### 4.1. Experimental Setting

**Datasets and Evaluation Metrics.** We conduct experiments on five benchmark multi-view datasets, namely
Caltech101-7, HandWritten, ALOI-100, YouTubeFace10 and EMNIST. Details of these data are shown in Table 1 below. In this experiment, we set the missing rate of the each dataset to [0.1, 0.3, 0.5, 0.7]. To evaluate the validity of the experiments, we used three widely used evaluation criteria including accuracy (ACC), normalized mutual information (NMI), and F-measure. In Table 2 of the paper, our proposed algorithm is compared with seven state-of-the-art Incomplete multi-view clustering methods. Best Single-view Spectral Clustering (BSV) [18] fills in missing data by mean on single view data. PIC [13] strives to find a consensus feature matrix to complement incomplete multi-view data. AWP [19] complements the missing data between multiple views through the structural information between multiple views. CPM-Nets [46] transforms the multi-view representation learning task into a degenerate process to achieve consistency and completion between multiple views. COMPLETER [12] learns consistent representations through contrastive learning and maximizes the mutual information between multiple views. DCP [11] learns consistent representations and complements information by maximizing mutual information and minimizing cross-entropy. DSIMVC [23] dynamically complements the missing views from the learned semantic neighbors, solving the multi-view missing problem.


Implementation. The proposed CPSPAN is trained with the PyTorch platform. In the experiments, we set the pre-training batch size to 256, the pre-training epoch to 200, and alignment epoch is 50. For all datasets, the autoencoders for all views are implemented with MLPs with the same structure, and the feature dimension in the embedding space is set to 10. The activation function is ReLU. We adopt Adam to optimize the deep model, the learning rate in the pre-training stage is set to 0.0005, and the learning rate in the alignment stage is set to 0.0001.

4.2. Comparison with State-of-The-Arts

In Table 2 of the paper, our proposed algorithm is compared with seven state-of-the-art methods on three metrics. From the above chart, we have the following observations:

- Our proposed model significantly outperforms other incomplete multi-view clustering algorithms on all datasets in terms of all metrics. Under the 0.1 missing rate setting, for all the datasets, our proposed method are all significantly higher than the second best approaches, and outperform the second best by 5.0%, 2.9%, 0.6%, 3.3% and 1.5%, respectively. This can demonstrate the superiority of our method on all datasets. Moreover, CPSPAN demonstrates greater stability as the missing rate varies. For instance, when the missing rate ranges from 0.1 to 0.7 on HandWritten, the performance only exhibits a modest 1.7% decrease. Similarly, on the EMNIST, where the variation in the method’s performance is greatest, the drop is only 6.4%.

- It can be seen that the CPSPAN can still achieve competitive effect with a high missing rate in the dataset. When the miss rate is 0.7, the proposed method is 7.9%, 5.9%, 1.3%, 7.3% and 15.4% higher than the method with the second highest ACC in the five datasets, respectively. It can be seen that our proposed method can still achieve impressive results in the case of a relatively high missing rate, which demonstrates the stability of CPSPAN.

In conclusion, the above experiments have verified the effectiveness and stability of our proposed CPSPAN and it is pivotal to conduct pair-observed sample alignment and prototype alignment for IMVC task.

4.3. Flexibility Validation of Cross-view Partial Sample Alignment

As mentioned in Section 1, our cross-view partial sample alignment strategy is more flexible than the commonly used contrastive-based methods, and can learn more clustering-friendly representation and mine better structural information of data. To verify this, we directly replace our pair-observed sample alignment loss with contrastive loss in Eq. (4). We validate our idea on both Caltech101-7 and HandWritten. From the results in Fig. 5, it can be seen that our method outperforms contrastive-based approach at any missing rate, which indicates that our cross-view partial sample alignment module is more conducive to clustering representation.
### 4.4. Stability Analysis of Imputation Strategy

We analyze the stability of the structure embedding imputation strategy by verifying it with the $i$-th nearest neighbor method, with $i$ ranging from 1 to 100. The results indicate that although the range of nearest neighbors varies widely, the performance only drops by less than 5% on both datasets. This confirms the stability of our method. More detailed results are provided in the supplementary.

### 4.5. Parameter Sensitivity Analysis

In order to analyze the effect of the two balance parameters $\alpha$ and $\beta$ in the loss function on the efficiency of the algorithm, we perform parameter sensitivity analysis on Caltech101-7 and HandWritten. We set the values of both parameters to $[1e-3, 1e-2, 1e-1, 1e1, 1e2, 1e3]$. From the results in the Fig. 7, we can find that $\beta$ has a greater impact on Caltech101-7, but both parameters have very little
4.6. Ablation Study on Modules

The proposed CPSPAN contains three modules. To further verify the importance of each module, we conducted ablation experiments on Caltech101-7 and HandWritten datasets. The results are presented in Tables 3 and 4, with missing rate of [0.1, 0.3, 0.5, 0.7]. Our findings indicate that both cross-view instance alignment and shifted prototype alignment modules contribute significantly to the improved performance of both datasets.

4.7. Visualization

We visualize the clustering effect of CPSPAN on Caltech101-7 and HandWritten under the setting of 0.5 missing rate. Raw features and the final embedding are shown in Fig. 6 respectively. From the figure, we can clearly observe that after the training of our model, the instances from the same cluster become more compact, and the instances of different clusters are separated far away. In addition, the visualization results of the prototypes of each cluster further verify that after the prototype alignment module, the shifted prototype can be re-estimated and accurately calibrated.

5. Conclusion

In this paper, we propose a novel Cross-view Partial Sample and Prototype Alignment framework for incomplete multi-view data termed CPSPAN. Different from other incomplete multi-view methods, CPSPAN uses pair-observed data alignment to guide the correspondence reconstruction between samples. Aiming at the prototype-shifted problem in incomplete multi-view clustering, we also propose a shifted prototype alignment module to calibrate the prototype sets across views. Experiments demonstrate the superiority of our CPSPAN compared with conventional and deep IMVC SOTA methods.
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