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Abstract

Model-agnostic meta-learning (MAML) is one of the most
successful meta-learning algorithms. It has a bi-level opti-
mization structure where the outer-loop process learns a
shared initialization and the inner-loop process optimizes
task-specific weights. Although MAML relies on the stan-
dard gradient descent in the inner-loop, recent studies have
shown that controlling the inner-loop’s gradient descent with
a meta-learned preconditioner can be beneficial. Existing
preconditioners, however, cannot simultaneously adapt in
a task-specific and path-dependent way. Additionally, they
do not satisfy the Riemannian metric condition, which can
enable the steepest descent learning with preconditioned
gradient. In this study, we propose Geometry-Adaptive Pre-
conditioned gradient descent (GAP) that can overcome the
limitations in MAML; GAP can efficiently meta-learn a
preconditioner that is dependent on task-specific param-
eters, and its preconditioner can be shown to be a Rieman-
nian metric. Thanks to the two properties, the geometry-
adaptive preconditioner is effective for improving the inner-
loop optimization. Experiment results show that GAP out-
performs the state-of-the-art MAML family and precondi-
tioned gradient descent-MAML (PGD-MAML) family in a
variety of few-shot learning tasks. Code is available at:
https://github.com/Suhyun777/CVPR23-GAP.

1. Introduction

Meta-learning, or learning to learn, enables algorithms
to quickly learn new concepts with only a small number
of samples by extracting prior-knowledge known as meta-
knowledge from a variety of tasks and by improving the gen-
eralization capability over the new tasks. Among the meta-
learning algorithms, the category of optimization-based
meta-learning [8, 17, 20, 21, 48] has been gaining popularity

*Equal contribution.
†Corresponding author.

due to its flexible applicability over diverse fields including
robotics [55, 59], medical image analysis [40, 54], language
modeling [37,42], and object detection [46,61]. In particular,
Model-Agnostic Meta-Learning (MAML) [20] is one of the
most prevalent gradient-based meta-learning algorithms.

Many recent studies have improved MAML by adopting
a Preconditioned Gradient Descent (PGD1) for inner-loop
optimization [34, 36, 44, 49, 53, 57, 66]. In this paper, we
collectively address PGD-based MAML algorithms as the
PGD-MAML family. A PGD is different from the ordinary
gradient descent because it performs a preconditioning on
the gradient using a preconditioning matrix P, also called a
preconditioner. A PGD-MAML algorithm meta-learns not
only the initialization parameter θ0 of the network but also
the meta-parameter ϕ of the preconditioner P.

For the inner-loop optimization, P was kept static in
most of the previous works (Figure 1(b)) [34, 36, 44, 57,
66]. Some of the previous works considered adapting the
preconditioner P with the inner-step k (Figure 1(c)) [49]
and some others with the individual task (Figure 1(d)) [53].
They achieved performance improvement by considering
individual tasks and inner-step, respectively, and showed
that both factors were valuable. However, both factors have
not been considered simultaneously in the existing studies.

When a parameter space has a certain underlying struc-
ture, there exists a Riemannian metric corresponding the pa-
rameter space [3, 4]. If the preconditioning matrix is the Rie-
mannian metric, the preconditioned gradient is known to be-
come the steepest descent on the parameter space [2–4,6,27].
An illustration of a toy example is shown in Figure 2. The
optimization path of an ordinary gradient descent is shown
in Figure 2(a). Compared to the ordinary gradient descent, a
preconditioned gradient descent with a preconditioner that
does not satisfy the Riemannian metric condition can actually
harm the optimization. For the example in Figure 2(b), the
preconditioner affects the optimization into an undesirable
direction and negatively affects the gradient descent. On the

1PGD in our work should not be confused with Projected Gradient
Descent [13].

This CVPR paper is the Open Access version, provided by the Computer Vision Foundation.
Except for this watermark, it is identical to the accepted version;

the final published version of the proceedings is available on IEEE Xplore.

16080



(a) MAML (b) Non-adaptive P(ϕ) (c) Adaptive P(k;ϕ) (d) Adaptive P(Dtr
τ ;ϕ) (e) Adaptive P(θτ,k;ϕ)

Figure 1. Diagram of MAML and PGD-MAML family. For the inner-loop adaptation in each diagram, the dotted lines of the same color
indicate that they use a common preconditioning matrix (preconditioner). (a) MAML adaptation: no preconditioner is used (i.e., P = I).
(b) P(ϕ): a constant preconditioner is used in the inner-loop where the preconditioner’s meta-parameter ϕ is meta-learned. (c) P(k;ϕ):
a constant preconditioner is used for each inner-step k. Preconditioner for each step is meta-learned, but P(k, ϕ) is not task-specific. (d)
P(Dtr

τ ;ϕ): a constant preconditioner is used for each task. Preconditioner for each task is meta-learned, but P(Dtr
τ ;ϕ) is not dependent on k.

(e) GAP adapts P(θτ,k;ϕ): a fully adaptive preconditioner is used where it is task-specific and path-dependent. Instead of saying ‘dependent
on k’, we specifically say it is path-dependent because the exact dependency is on the task-specific parameter set θτ,k that is considerably
more informative than k.

(a) Gradient Descent (GD) (b) Preconditioned GD
(Non-Riemannian metric)

(c) Preconditioned GD
(Riemannian metric)

Figure 2. A toy example for illustrating the effect of Riemannian
metric (see Supplementary Section A). When the curvature of the
parameter space is poorly conditioned, (a) gradient descent can suf-
fer from the difficulty of finding the solution, (b) a preconditioned
gradient descent with a preconditioner that does not satisfy the
Riemannian metric condition can suffer further, and (c) a precondi-
tioned gradient descent with a preconditioner that is a Riemannian
metric can perform better.

contrary, if the preconditioner is the Riemannian metric cor-
responding the parameter space, the preconditioned gradient
descent can become the steepest descent and can exhibit a
better optimization behavior as shown in Figure 2(c). While
the Riemannian metric condition (i.e., positive definiteness)
is a necessary condition for steepest descent learning, the
existing studies on PGD-MAML family did not consider
constraining preconditioners to satisfy the condition for Rie-
mannian metric.

In this study, we propose a new PGD method named
Geometry Aaptive Preconditioned gradient descent (GAP).

Specifically, GAP satisfies two desirable properties which
have not been considered before. First, GAP’s precondi-
tioner PGAP is a fully adaptive preconditioner that can adapt
to the individual task (task-specific) and to the optimization-
path (path-dependent). The full adaptation is made possible
by having the preconditioner depend on the task-specific
parameter θτ,k (Figure 1(e)). Second, we prove that PGAP
is a Riemannian metric. To this end, we force the meta-
parameters of PGAP to be positive definite. Thus, GAP guar-
antees the steepest descent learning on the parameter space
corresponding to PGAP. Owing to the two properties, GAP
enables a geometry-adaptive learning in inner-loop optimiza-
tion.

For the implementation of GAP, we utilize the Singular
Value Decomposition (SVD) operation to come up with
our preconditioner satisfying the desired properties. For the
recently proposed large-scale architectures, computational
overhead can be an important design factor and we provide
a low-computational approximation, Approximate GAP, that
can be proven to asymptotically approximate the operation
of GAP.

To demonstrate the effectiveness of GAP, we empiri-
cally evaluate our algorithm on popular few-shot learning
tasks; few-shot regression, few-shot classification, and few-
shot cross-domain classification. The results show that GAP
outperforms the state-of-the-art MAML family and PGD-
MAML family.

The main contributions of our study can be summarized
as follows:
• We propose a new preconditioned gradient descent

method called GAP, where it learns a preconditioner
that enables a geometry-adaptive learning in the inner-
loop optimization.

• We prove that GAP’s preconditioner has two desir-
able properties: (1) It is both task-specific and path-
dependent (i.e., dependent on task-specific parameter
θτ,k). (2) It is a Riemannian metric.
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• For large-scale architectures, we provide a low-
computational approximation that can be theoretically
shown to approximate the GAP method.

• For popular few-shot learning benchmark tasks, we
empirically show that GAP outperforms the state-of-
the-art MAML family and PGD-MAML family.

2. Background
2.1. Model-Agnostic Meta-Learning (MAML)

The goal of MAML [20] is to find the best initializa-
tion that the model can quickly adapt from, such that the
model can perform well for a new task. MAML consists of
two levels of main optimization processes: inner-loop and
outer-loop optimizations. Consider the model fθ(·) with pa-
rameter θ. For a task τ = {Dtr

τ , D
val
τ } sampled from the task

distribution p(T ), the inner-loop optimization is defined as:

θτ,K = θτ,0 − α

K−1∑
k=0

∇θτ,kL
in
τ (θτ,k;D

tr
τ ) s.t θτ,0 = θ, (1)

where θτ,k is task-specific parameters for task τ , and α is
the learning rate for inner-loop optimization, Lin

τ is the inner-
loop’s loss function, and K is the number of gradient descent
steps. With Dval

τi in each task, we can define outer-loop opti-
mization as

θ ← θ − β∇θEτ

[
Lout

τ (θτ,K ;Dval
τ )

]
, (2)

where β is the learning rate for outer-loop optimization, and
Lout
τ is the outer-loop’s loss function.

2.2. Preconditioned Gradient Descent (PGD)

PGD is a method that minimizes the empirical risk
through a gradient update with a preconditioner that rescales
the geometry of the parameter space. Given model parame-
ters θ and task τ = {Dtr

τ , D
val
τ }, we can define the precondi-

tioned gradient update with a preconditioner P as follows:

θτ,k+1 = θτ,k − αP∇θτ,kLτ (θτ,k;D
tr
τ )

k = 0, 1, · · · and θτ,0 = θ
, (3)

where Lτ (θτ,k;D
tr
τ ) is the empirical loss for task τ and

parameters θτ,k. Setting P = I recovers Eq. (3) to the
basic gradient descent (GD). Choice of P for exploiting
the second-order information includes the inverse Fisher in-
formation matrix F−1 which leads to the natural gradient
descent (NGD) [4]; the inverse Hessian H−1 which corre-
sponds to the Newton’s method [31]; and the diagonal matrix
estimation with the past gradients which results in the adap-
tive gradient methods [18, 28]. They often reduce the effect
of pathological curvature and speed up the optimization [5].

2.3. Unfolding: reshaping a tensor into a matrix

In this study, the concept of unfolding is used to trans-
form the gradient tensor of convolutional kernels into a
matrix form. Tensor unfolding, also known as matriciza-
tion or flattening, is the process of reshaping the elements
of an N -dimensional tensor X ∈ RI1×···×IN into a ma-
trix [29]. The mode-n unfolding of an N -dimensional tensor
X ∈ RI1×···×IN is defined as:

X −−−−−−−−→
mode-n unfolding

X[n] ∈ RIn×IM , where IM =
∏
k ̸=n

Ik (4)

For example, the weight tensor of a convolutional layer is rep-
resented as a 4-D tensor (W ∈ RCout×Cin×kh×kw ), where it is
composed of kernels and it can be unfolded into a matrix as
one of the following four forms: (1) W[1] ∈ RCout×(Cinkhkw),
(2) W[2] ∈ RCin×(Coutkhkw), (3) W[3] ∈ Rkh×(CoutCinkw), (4)
W[4] ∈ Rkw×(CoutCinkh).

2.4. Riemannian manifold

An n-dimensional Riemannian manifold is defined by a
manifold M and a Riemannian metric g : M → Rn×n,
which is a smooth function from each point x ∈ M to a
positive definite matrix [32]. The metric g(x) defines the
inner product of two tangent vectors for each point of the
manifold ⟨·, ·⟩ : TxM× TxM → R, where TxM is the
tangent space of x. For v,w ∈ TxM, the inner product can
be expressed ⟨v,w⟩ = vT g(x)w. A Riemannian manifold
can be characterized by the curvature of the curves defined
by a metric. The curvature of a Riemannian manifold can be
computed at each point of the curves, while some manifolds
have curvatures of a constant value. For example, the unit
sphere S has constant positive curvature of +1.

3. Methodology
In this section, we propose a new preconditioned gradi-

ent descent method called GAP in the MAML framework.
In Section 3.1, we introduce GAP in the inner-loop opti-
mization and describe how to meta-train GAP in the outer-
loop optimization. In Section 3.2, we prove that GAP has
two desirable properties. In Section 3.3, we provide a low-
computational approximation that can be useful for large-
scale architectures.

3.1. GAP: Geometry-Adaptive Preconditioner

3.1.1 Inner-loop optimization

We consider an L-layer neural network fθ(·) with parameters
θ = {W1, · · · ,Wl, · · · ,WL}. In the standard MAML with
task τ ∼ p(T ), each Wl is adapted with the gradient update
as below:

Wl
τ,K ← Wl

τ,0 − α ·
K−1∑
k=0

Gl
τ,k s.t Wl

τ,0 = Wl, (5)
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Algorithm 1 Geometry-Adaptive Preconditioned gradient
descent (GAP)
Require: p(T ): distribution over tasks
Require: α, β1, β2: learning rates
1: Randomly initialize θ = {W1, · · · , WL}.
2: Initialize ϕ = {M1, · · · ,ML} as identity matrix.
3: while not converged do
4: Sample a batch of tasks Ti ∼ p(T )
5: for all τ ∈ Ti do
6: for inner-loop step k = 0 to K − 1 do
7: for layer l = 1 to L do
8: Compute Gl

τ,k = ∇Wl
τ,k
Lin

τ (θτ,k;D
tr
τ ) using Dtr

τ

9: Reshape Gl
τ,k to Gl

τ,k via Eq. (6)
10: Transform Gl

τ,k to G̃l
τ,k using Ml via Eq. (8)

11: Reshape G̃l
τ,k back to the original form of gradient tensor, G̃

l

τ,k

12: Compute l-layer adapted weight: Wl
τ,k+1 = Wl

τ,k − α · G̃l

τ,k

13: end for
14: end for
15: Compute Lout

τ (θτ,K ;Dval
τ ) by evaluating Lout

τ w.r.t Dval
τ .

16: end for
17: Update the weights and meta parameters:
18: θ ← θ − β1∇θ

∑
τ∈T L

out
τ (θτ,K ;Dval

τ )

19: ϕ← ϕ− β2∇ϕ

∑
τ∈T L

out
τ (θτ,K ;Dval

τ )

20: end while

where Gl
τ,k = ∇Wl

τ,k
Lin
τ (θτ,k;D

tr
τ ) is the gradient with re-

spect to Wl
τ,k and α is the learning rate for inner-loop opti-

mization. In the GAP, we first use the mode-1 unfolding to re-
shape the gradient tensor into a matrix form (see Section 2.3).
For a convolutional layer (i.e., Gl

τ,k ∈ RCout×Cin×k×k), we
reshape the gradient tensor as below:

Gl
τ,k −−−−→

mode-1
unfolding

{
Gl

τ,k ∈ RCout×Cink
2

if Cout ≤ Cink
2

Gl
τ,k ∈ RCink

2×Cout if Cink
2 < Cout,

(6)

where Gl
τ,k denotes (Gl

τ,k)[1] for the notational brevity.
Note that we chose mode-1 unfolding because it performs
best among the four unfolding forms as shown in Table 1. For
a linear layer in a matrix form, there is no need for an unfold-
ing. Second, we transform the singular values of the gradient
matrix using additional meta parameters ϕ = {Ml}Ll=1. The
meta parameter Ml are diagonal matrices with positive ele-
ments defined as:

Ml =

{
diag(Sp(ml

1), · · · , Sp(ml
Cout)) if Cout ≤ Cink

2

diag(Sp(ml
1), · · · , Sp(ml

Cink
2)) if Cink

2 < Cout
,

(7)
where ml

i ∈ R and Sp(x) = 1
2 · log(1 + exp (2 ∗ x)). They

are applied to the gradient matrix as follows:

G̃l
τ,k = Ul

τ,k(M
l ·Σl

τ,k)V
l
τ,k

T
, (8)

where Gl
τ,k = Ul

τ,kΣ
l
τ,kV

l
τ,k

T is the singular value decom-
position (SVD) of Gl

τ,k. Finally, we reshape G̃l
τ,k back to

its original gradient tensor form G̃
l

τ,k (i.e., inverse unfold-
ing). The resulting preconditioned gradient descent of GAP

mode-1 mode-2 mode-3 mode-4

54.86± 0.85 53.02± 0.87 51.23± 0.76 51.45± 0.77

Table 1. Performance comparison of unfolding types. We performed
the experiment with 5-way 1-shot on mini-ImageNet and used the
standard Conv-4 backbone.

becomes the following:

Wl
τ,K ← Wl

τ,0 − α ·
K−1∑
k=0

G̃
l

τ,k s.t Wl
τ,0 = Wl, (9)

where G̃
l

τ,k is the preconditioned gradient based on the meta
parameters ϕ.

3.1.2 Outer-loop optimization

For outer-loop optimization, GAP follows the typical process
of MAML. Unlike MAML, however, GAP meta-learns two
meta parameter sets θ and ϕ as follows:

θ ← θ − β1∇θEτ

[
Lout
τ (θτ,K ;Dval

τ )
]
, (10)

ϕ← ϕ− β2∇ϕEτ

[
Lout
τ (θτ,K ;Dval

τ )
]
, (11)

where β1 and β2 are the learning rates for the outer-loop
optimization. We initialize Ml as an identity matrix for all l.
The training procedure is provided in Algorithm 1.

3.2. Desirable properties of GAP

In this section, we prove that GAP’s preconditioner PGAP
satisfies two desirable properties.

Theorem 1. Let G̃l
τ,k ∈ Rm×n be the ‘l-layer k-th inner-

step’ gradient matrix transformed by meta parameter Ml for
task τ . Then preconditioner PGAP induced by G̃l

τ,k is a Rie-
mannian metric and depends on the task-specific parameters
θτ,k.

The proof and closed form of PGAP are provided in Sup-
plementary Section B. The following two properties emerge
from the theorem.

Property 1. Dependency on task-specific parameters:
Theorem 1 formally shows that PGAP depends on the task-
specific parameters θτ,k. While the previous studies consid-
ered a non-adaptive preconditioner P(ϕ) [34, 36, 44, 49, 57,
66] and a partially adaptive preconditioner P(k;ϕ) [49] or
P(Dtr

τ ;ϕ) [53], PGAP can be considered to be the most ad-
vanced adaptive preconditioner because it is fully adaptive
(i.e., task-specific and path-dependent) by being dependent
on θτ,k as shown in Figure 1.

Property 2. Riemannian metric: If the parameter space
has a certain underlying structure, the ordinary gradient of
a function ∇L does not represent its steepest direction [4].
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To define the steepest direction on the parameter space, we
need a Riemannian metric g(w), which is a positive-definite
matrix defined for each parameter w. A Riemannian metric
defines the steepest descent direction by −g(w)−1∇L [4].
If a preconditioning matrix is a Riemannian metric, it de-
fines the geometry of the underlying structure and enables
steepest descent learning. Because we prove that PGAP is a
Riemannian metric for each parameter in Theorem 1, PGAP
is theoretically guaranteed to enable steepest descent learn-
ing on its corresponding parameter space. PGAP consists of
two factors, a unitary matrix of the inner-loop gradient Uτ,k

and a meta-parameter M; M enables us to reflect the shared
geometry information across the tasks. Task-specific and
path-dependent geometry information can be reflected in the
metric through Uτ,k. Two factors allow our Riemannian met-
ric to have higher function complexity than a constant metric.
For example, we can consider various structures other than
a unit-sphere that corresponds to the constant metric of +1.
Even though PGAP is guaranteed to be a Riemannian metric,
it is crucial that the meta-learned PGAP corresponds to the
true parameter space or at least PGAP is close enough to be
useful. We will discuss this issue in Section 5.

3.3. Approximate GAP: a low-computational ap-
proximation of GAP

As presented in Section 3.1, GAP uses an SVD operation.
The SVD operation can be burdensome for large-scale net-
works because it implies that the computational cost can be
significantly increased. In recent studies, the use of a large-
scale architecture has been emphasized as the key factor for
improving the performance of meta-learning [25]. To make
use of GAP for large-scale architectures without causing a
computational problem, we provide an efficient approxima-
tion, named Approximate GAP, under an assumption.

Assumption 1. The elements of the gradient matrix follow
an i.i.d. normal distribution with zero means.

Following [39, 60], we adopt the assumption to have the
gradient matrix become orthogonal as n increases. Although
the utilization of the assumption is a limiting factor, we em-
pirically confirmed that the row vectors of the gradient ma-
trix are indeed asymptotically orthogonal as n increases (see
Figure 3). For the assumption, our approximation can be
established as the following.

Theorem 2. Let G ∈ Rm×n be a gradient matrix and G̃
be the gradient transformed by meta parameter M. Under
the Assumption 1, as n becomes large, G̃ asymptotically
becomes equivalent to MG as follows:

G̃ ∼= MG (12)

Note that we have chosen the larger dimension of the gra-
dient matrix as n when reshaping with Eq. (6). We provide

Figure 3. The average of cosine similarity between row vectors of
gradient matrix as n increases.

Algorithm train time (secs) test time (secs) GPU-memory (MB)

MAML 35796.61 52.66 10185
GAP 50916.63 120.44 10279
Approximate GAP 36684.72 53.62 10217

Table 2. Comparison of training time, GPU memory, and test time
for MAML, GAP, and Approximate GAP. We performed the exper-
iment with 5-way 1-shot on mini-ImageNet and used 600 tasks in
the test. We used the standard Conv-4 backbone.

the proof in Supplementary Section B. This approximation
has a clear trade-off between scalability and adaptiveness.
Approximate GAP efficiently reduces the computational cost
as shown in Table 2, whereas the preconditioner PGAP be-
comes not adaptive but constant. However, Approximate
GAP still guarantees the preconditioner to be a Riemannian
metric. As shown in Table 4 & 5, Approximate GAP in-
curs a slight performance drop but it still achieves a high
performance owing to the Riemannian metric property.

4. Experiments
In this section, we show the superiority of GAP by com-

paring it with the state-of-the-art PGD-MAML family and
the MAML family. Hyper-parameter setups used in our ex-
periments can be found in Supplementary Section C.1.

4.1. Few-shot regression

Datasets and experimental setup. The goal of few-shot
regression is to fit an unknown target function for the given
K sample points from the function. For the evaluation of
few-shot regression, we use the sinusoid regression bench-
mark [20]. In this benchmark, sinusoid is used as the target
function. Each task has a sinusoid y(x) = A sin(ωx+ b) as
the target function, where the parameter values are within
the following range: amplitude A ∈ [0.1, 5.0], frequency
ω ∈ [0.8, 1.2], and phase b ∈ [0, π]. For each task, input data
point x is sampled from [−5.0, 5.0]. In the experiment, we
use a simple Multi-Layer Perceptron (MLP), following the
setting in [20]. The details of the architecture are provided
in Supplementary Section C.2.1.

Results. We evaluate GAP and compare it with MAML
family and PGD-MAML family on a regression task. As
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Algorithm 5-shot 10-shot 20-shot

MAML [20] 1.13± 0.18 0.77± 0.11 0.48± 0.08
Meta-SGD† [36] 0.90± 0.16 0.53± 0.09 0.31± 0.05
MT-Net [34] 0.76± 0.09 0.49± 0.05 0.33± 0.04
ALFA [9] 0.92± 0.19 0.62± 0.16 0.34± 0.07
L2F [10] 0.71 ± N/A 0.37 ± N/A 0.16 ± N/A
PAMELA† [49] 0.54± 0.06 0.41± 0.04 0.17± 0.03
MeTAL [8] 0.74± 0.18 0.44± 0.11 0.21± 0.06

GAP† 0.16± 0.04 0.04± 0.01 0.01± 0.01

Table 3. Few-shot regression for the sinusoid regression benchmark
with a 2-layer MLP backbone. We report MSE ± 95% confidence
intervals(ci) for 600 tasks following the setup in [20]. † denotes
PGD-MAML family.

shown in Table 3, GAP consistently achieves the lowest
mean squared error (MSE) scores, with the lowest confi-
dence intervals in all three cases. The performance of GAP
is improved by 89% on 10-shot and 94% on 20-shot com-
pared to the performance of state-of-the-art algorithms.

4.2. Few-shot classification

Datasets and experimental setup. For the few-shot
classification, we evaluate two benchmarks: (1) mini-
ImageNet [56]; this dataset has 100 classes and it is a subset
of ImageNet [16], and we use the same split as in [51],
with 64, 16 and 20 classes for train, validation and test, re-
spectively. (2) tiered-ImageNet [52]; this is also a subset of
ImageNet with 608 classes grouped into 34 high-level cate-
gories, and divided into 20, 6 and 8 for train, validation, and
test, respectively. For all the experiments, our model follows
the standard Conv-4 backbone used in [56]. The details of the
architecture are provided in Supplementary Section C.2.2.
Following the experimental protocol in [20], we use 15 sam-
ples per class in the query-set to compute the meta gradients.
In meta training and meta testing, the inner-loop optimiza-
tion is updated in five and ten steps, respectively.

Results. Table 4 & 5 present the performance of GAP, the
state-of-the-art PGD-MAML family, and the state-of-the-art
MAML-family on mini-ImageNet and tiered-ImageNet un-
der two typical settings: 5-way 1-shot and 5-way 5-shot. The
GAP outperforms all of the previous PGD-MAML family
and MAML family. Compared to the state-of-the-art MAML
family, GAP improves the performance with a quite signif-
icant margin for both mini-ImageNet and tiered-ImageNet
datasets. Compared to the state-of-the-art PGD-MAML fam-
ily, GAP shows that the 1- and 5-shot accuracy can be in-
creased by 1.4 % and 1.5 % on mini-ImageNet dataset, and
by 0.7 % and 0.68 % on tiered-ImageNet dataset, respec-
tively. We also evaluated Approximate GAP that is intro-
duced in Section 3.3. The results show that the approximated
version can perform comparably to the original GAP. Al-
though Approximate GAP shows slightly lower accuracies
than the original, its performance is superior to most of the
existing algorithms because of its Riemannian metric prop-
erty.

Algorithm 5-way 1-shot 5-way 5-shot

MAML [20] 47.89± 1.20 64.59± 0.88
Meta-SGD† [36] 50.47± 1.87 64.00± 0.90
BMAML [64] 53.80± 1.46 64.23± 0.69
ANIL [48] 46.70± 0.40 61.50± 0.50
LLAMA [23]. 49.40± 1.83 N/A
PLATIPUS [21] 50.13± 1.86 -
T-net [34] 50.86± 1.82 N/A
MT-net [34] 51.70± 1.84 N/A
MAML++ [7] 52.15± 0.26 68.32± 0.44
iMAML-HF [50] 49.30± 1.88 N/A
WarpGrad [22] 52.30± 0.90 68.40± 0.60
MC1† [44] 53.74± 0.84 68.01± 0.73
MC2† [44] 54.08± 0.88 67.99± 0.73
MH-C† [66] 48.64± 0.33 64.52± 0.51
MH† [66] 49.41± 0.96 67.16± 0.42
BOIL [43] 49.61± 0.16 66.46± 0.37
ARML [63] 50.42± 1.79 64.12± 0.90
ALFA [9] 50.58± 0.51 69.12± 0.47
L2F [10] 52.10± 0.50 69.38± 0.46
ModGrad† [53] 53.20± 0.86 69.17± 0.69
PAMELA† [49] 53.50± 0.89 70.51± 0.67
SignMAML [19] 42.90± 1.50 60.70± 0.70
CTML [45] 50.47± 1.83 64.15± 0.90
MeTAL [8] 52.63± 0.37 70.52± 0.29
ECML [24] 48.94± 0.80 65.26± 0.67
Sharp-MAML_up [1] 49.56 ± N/A 63.06 ± N/A
Sharp-MAML_low [1] 49.72 ± N/A 63.18 ± N/A
Sharp-MAML_both [1] 50.28 ± N/A 65.04 ± N/A
FBM [62] 50.62± 1.79 64.78± 0.35
CxGrad [33] 51.80± 0.46 69.82± 0.42
HyperMAML [47] 51.84± 0.57 66.29± 0.43
EEML [35] 52.42± 1.75 68.40± 0.95
MH-O† [66] 52.50± 0.61 67.76± 0.34
Sparse-MAML† [57] 50.35± 0.39 67.03± 0.74
Sparse-ReLU-MAML† [57] 50.39± 0.89 64.84± 0.46
Sparse-MAML+† [57] 51.04± 0.59 67.03± 0.74

Approximate GAP† 53.52± 0.88 70.75± 0.67
GAP† 54.86± 0.85 71.55± 0.61

Table 4. 5-way few-shot classification accuracy (%) on mini-
ImageNet with a Conv-4 backbone. We report mean ± 95% con-
fidence intervals(ci) for 600 tasks according to [20]. † denotes
PGD-MAML family.

Algorithm 5-way 1-shot 5-way 5-shot

Meta-SGD† [36] 50.92± 0.93 69.28± 0.80
MAML [20] 51.70± 1.80 70.30± 1.80
MT-net [34] 51.95± 1.83 N/A
WarpGrad [22] 57.20± 0.90 74.10± 0.70
BOIL [43]. 48.58± 0.27 69.37± 0.12
ALFA [9] 53.16± 0.49 70.54± 0.46
L2F [10] 54.40± 0.50 73.34± 0.44
ARML [63] 52.91± 1.83 N/A
PAMELA† [49] 54.81± 0.88 74.39± 0.71
Sparse-ReLU-MAML† [57] 53.18± 0.52 69.06± 0.28
Sparse-MAML† [57] 53.47± 0.53 68.83± 0.65
Sparse-MAML+† [57] 53.91± 0.67 69.92± 0.21
MeTAL [8] 54.34± 0.31 70.40± 0.21
CxGrad [33] 55.55± 0.46 73.55± 0.41
ECML [24] 47.34± 0.88 64.77± 0.75

Approximate GAP† 56.86± 0.91 74.41± 0.72
GAP† 57.60± 0.93 74.90± 0.68

Table 5. 5-way few-shot classification accuracy (%) on tiered-
ImageNet dataset with a Conv-4 backbone. We report mean ±
95% confidence intervals(ci) for 600 tasks according to [20]. †

denotes PGD-MAML family.
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tiered-ImageNet CUB Cars

Algorithm 1-shot 5-shot 1-shot 5-shot 1-shot 5-shot

MAML [20] 51.61± 0.20 65.76± 0.27 40.51± 0.08 53.09± 0.16 33.57± 0.14 44.56± 0.21
ANIL [48] 52.82± 0.29 66.52± 0.28 41.12± 0.15 55.82± 0.21 34.77± 0.31 46.55± 0.29
BOIL [43] 53.23± 0.41 69.37± 0.23 44.20± 0.15 60.92± 0.11 36.12± 0.29 50.64± 0.22
BMAML [64] N/A N/A 33.52± 0.36 51.35± 0.16 N/A N/A
ALFA [9] N/A N/A N/A 58.35± 0.25 N/A N/A
L2F [10] N/A N/A N/A 60.89± 0.22 N/A N/A
MeTAL [8] N/A N/A N/A 58.20± 0.24 N/A N/A
HyperMAML [47] N/A N/A 36.52± 0.61 49.43± 0.14 N/A N/A
CxGrad [33] N/A N/A N/A 63.92± 0.44 N/A N/A
Sparse-MAML† [57] 53.47± 0.53 68.83± 0.65 41.37± 0.73 60.58± 1.10 35.90± 0.50 52.63± 0.56
Sparse-ReLU-MAML† [57] 53.77± 0.94 68.12± 0.69 42.89± 0.45 57.53± 0.94 36.04± 0.55 49.95± 0.42
Sparse-MAML+† [57] 53.91± 0.67 69.92± 0.21 43.43± 1.04 62.02± 0.78 37.14± 0.77 53.18± 0.44

Approximate GAP† 57.47± 0.99 71.66± 0.76 43.77± 0.79 62.92± 0.73 37.00± 0.75 53.28± 0.76
GAP† 58.56± 0.93 72.82± 0.77 44.74± 0.75 64.88± 0.72 38.44± 0.77 55.04± 0.77

Table 6. 5-way few-shot cross domain classification accuracy (%) with a Conv-4 backbone, meta training on mini-ImageNet dataset, and
meta-testing on tiered-ImageNet, CUB, or Cars datasets. We report mean ± 95% confidence intervals(ci) for 600 tasks according to [20]. †

denotes PGD-MAML family.

4.3. Cross-domain few-shot classification

The cross-domain few-hot classification introduced
by [14] addresses a more challenging and practical few-shot
classification scenario in which meta-train and meta-test
tasks are sampled from different task distributions. These
scenarios are designed to evaluate meta-level overfitting of
meta-learning algorithms by creating a large domain gap be-
tween meta-trains and meta-tests. In particular, an algorithm
can be said to be meta-overfitting if it relies too much on the
prior knowledge of previously seen meta-train tasks instead
of focusing on a few given examples to learn a new task.
This meta-level overfitting makes the learning system more
likely to fail to adapt to new tasks sampled from substantially
different task distributions.

Datasets and experimental setup. To evaluate the level
of meta-overfitting for GAP, we evaluate a cross-domain
few-shot classification experiment. The mini-ImageNet is
used for the meta-train task, and the tiered-ImageNet [52],
CUB-200-2011 [58], Cars [11] datasets are used for the meta-
test task. The CUB dataset has 200 fine-grained classes and
consists of a total of 11,788 images; it is further divided into
100 meta-train classes, 50 meta-validation classes, and 50
meta-test classes. The Cars [30] dataset consists of 16,185
images of 196 classes of cars; it is split into 8,144 training
images and 8,041 testing images, where each class has been
split roughly in 50-50. The classes are typically at the level of
Make, Model, Year, e.g., 2012 Tesla Model S or 2012 BMW
M3 coupe. As with the few-shot classification experiment,
we use the standard Conv-4 backbone and follow the same
experimental protocol.

Results. Table 6 presents the cross-domain few-shot per-
formance for GAP, MAML family, and PGD-MAML fam-
ily. GAP significantly outperforms the state-of-the-art al-

gorithms on 5-way 1-shot and 5-way 5-shot cross-domain
classification tasks. In particular, for the tiered-ImageNet
dataset, the performance was improved by 8.6% and 4.1%
on 1-shot and 5-shot classification tasks, respectively. Be-
cause GAP can simultaneously consider a task’s individuality
and optimization trajectory in the inner-loop optimization,
it can overcome meta-overfitting better than the existing
methods. However, Approximate GAP shows more perfor-
mance degradation in cross-domain few-shot classification
than in few-shot classification. In particular, when the do-
main difference with the meta-train is more significant (i.e.,
the tiered-ImageNet dataset) than when the domain differ-
ence with the meta-train is marginal (i.e., CARS and CUB
datasets), it shows a more considerable performance drop.
We can see that full adaptation plays an important role in
cross-domain few-shot classification.

5. Discussion
Number of meta parameters: Recent MAML family and
PGD-MAML family require a large increase in the number
of meta-learning parameters as shown in Table 7. One ad-
vantage of GAP is that it requires only a very small increase
in the number of meta parameters, when compared to the
baseline of MAML. This is possible because we transform a
gradient tensor into a gradient matrix, perform the SVD of
the matrix, and assign only a small number of meta param-
eters that correspond to the diagonal matrix of the gradient
matrix. For the Conv-4 network, GAP requires only 0.2%
increase of the meta parameters. Although the increase in
the number of meta parameters is negligible, SVD of the
gradient matrix can incur a large computational burden for
large networks. This is addressed by Approximate GAP.

Approximate GAP vs. simple constant preconditioners:
Approximate GAP is a low-complexity method where SVD
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Algorithm # of params % increase

MAML [20] 1.2109× 105

Meta-SGD [36] 2.4218× 105 100.0%
MC [44] 2.7106× 106 2140.4%
PAMELA [49] 1.6239× 105 34.1%
MH [66] 7.2196× 107 59586.7%
Sparse-MAML [57] 2.4218× 105 100.0%

GAP 1.2131× 105 0.2%

Table 7. Comparison of the number of parameters for MAML,
existing methods, and GAP.

Algorithm Structure
Riemannian metric

(i.e., positive definite) Acc. (%)

Meta-SGD diag(a1, ·, an) X 50.47%
Meta-SGD with positive definiteness diag(a1, ·, an) O 52.39%

Approximate GAP blkdiag(M, · · · ,M) O 53.52%

Table 8. Performance comparison of three constant (i.e., non-
adaptive) preconditioners for 5-way 1-shot on mini-ImageNet:
Meta-SGD, Meta-SGD modified to satisfy positive definiteness,
and our Approximate GAP.

Algorithm 1-shot 5-shot

GAP w/o PGAP 48.23± 0.80 65.80± 0.75
GAP w/ PGAP 54.86± 0.85 71.55± 0.61

Table 9. Ablation study of PGAP on mini-ImageNet. Performance
of the GAP-trained model is significantly affected by not applying
PGAP.

operation is avoided by approximating GAP with a constant
diagonal preconditioner. A natural question to ask is how
does Approximate GAP compare with other constant di-
agonal preconditioners. To answer this question, we have
compared Approximate GAP with Meta-SGD and a modi-
fied Meta-SGD. Meta-SGD [36] is a well-known constant
diagonal preconditioner (i.e., diag(a1, · · · , an)) that does
not need to be positive definite and we also investigate its
modification with a constraint on positive definiteness. The
results are shown in Table 8. It can be observed that enforcing
positive definiteness can improve Meta-SGD. Furthermore,
an additional improvement can be achieved by Approximate
GAP. While both modified Meta-SGD and Approximate
GAP are positive definite, Approximate GAP is different be-
cause it inherits an additional constraint from GAP – a block
diagonal structure where a constant diagonal matrix M is re-
peated (i.e., blkdiag(M, · · · ,M)). The inherited constraint
provides a gain over the modified Meta-SGD.

Does GAP learn a useful preconditioner: While a Rie-
mannian metric can be helpful, it does not mean any Rie-
mannian metric will result in an improvement. For the true
parameter space with a specific underlying structure, the cor-
responding Riemannian metric needs to be applied to enable
steepest descent [3, 4]. For the special case of a two-layer
neural network with a mean squared error (MSE) loss, it

was proven that Fisher information matrix is the correspond-
ing Riemannian metric [4]. For a general neural network,
however, a proper Riemannian metric is unknown and it
needs to be learned. In our work, we have devised a method
to guarantee a Riemannian metric and have used the outer-
loop optimization to learn the Riemannian metric. In general,
the learned Riemannian metric is unlikely to correspond
perfectly to the true parameter space. Then, an important
question is if the Riemannian metric learned by GAP is close
enough to the desired one and if it is useful. To investigate
this issue, we performed an ablation study by not applying
the preconditioner PGAP. After training a GAP model, we
have evaluated the performance with and without applying
PGAP. The results are shown in Table 9 and clearly the pre-
conditioner learned with the outer-loop optimization plays
an essential role for improving the performance.

Why is preconditioner helpful for meta-learning: When
the batch size is small, the resulting empirical gradient can be
noisy [53, 65]. A typical few-shot learning has only a small
number of samples for the inner-loop optimization, and its
gradient can be noisy. On the other hand, it was shown in [5]
that preconditioned gradient descent with a positive definite
preconditioner can achieve a lower risk than gradient descent
when the labels are noisy, the model is mis-specified, or the
signal is misaligned with the features. Under a misalignment,
a properly chosen positive definite preconditioner can gener-
alize better than gradient descent [5]. Considering the noisy
gradient of inner loop optimization, it can be surmised that a
positive definite preconditioner that is adaptive (i.e., a Rie-
mannian metric) can be helpful for improving MAML. Note
that the noisy case is in contrast to the case of supervised
learning with a large amount of data [5].

6. Conclusion

In this work, we have proposed GAP that is a PGD-
MAML algorithm utilizing SVD operation. Thanks to the
fully adaptive property, GAP can handle individual tasks
with a wide diversity within the MAML framework. Addi-
tionally, GAP can enable steepest descent on the parameter
space owing to the Riemannian metric property.
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