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Abstract

Assessing the aesthetics of an image is challenging, as
it is influenced by multiple factors including composition,
color, style, and high-level semantics. Existing image aes-
thetic assessment (IAA) methods primarily rely on human-
labeled rating scores, which oversimplify the visual aes-
thetic information that humans perceive. Conversely, user
comments offer more comprehensive information and are a
more natural way to express human opinions and prefer-
ences regarding image aesthetics. In light of this, we pro-
pose learning image aesthetics from user comments, and ex-
ploring vision-language pretraining methods to learn mul-
timodal aesthetic representations. Specifically, we pretrain
an image-text encoder-decoder model with image-comment
pairs, using contrastive and generative objectives to learn
rich and generic aesthetic semantics without human labels.
To efficiently adapt the pretrained model for downstream
IAA tasks, we further propose a lightweight rank-based
adapter that employs text as an anchor to learn the aesthetic
ranking concept. Our results show that our pretrained aes-
thetic vision-language model outperforms prior works on
image aesthetic captioning over the AVA-Captions dataset,
and it has powerful zero-shot capability for aesthetic tasks
such as zero-shot style classification and zero-shot IAA, sur-
passing many supervised baselines. With only minimal fine-
tuning parameters using the proposed adapter module, our
model achieves state-of-the-art IAA performance over the
AVA dataset. 1

1. Introduction
Image Aesthetic Assessment (IAA) aims to quantify the hu-
man perceived aesthetics of an image. It has many impor-
tant applications, including photo recommendation, selec-
tion, and editing. IAA is challenging because it is inherently
subjective, and depends on various factors including image

1Our model is available at https://github.com/google-
research/google-research/tree/master/vila

Figure 1. We present VILA, a vision-language aesthetics learning
framework based on image and user comment pairs. By pretrain-
ing on a contrastive and generative target, it shows superior perfor-
mance on aesthetic captioning as well as zero-shot aesthetic tasks,
e.g., IAA, and style classification. With a lightweight rank-based
adapter, we can efficiently adapt the pretrained model to IAA.

composition, color usage, photographic style, and subject
matter. In recent years, various learning-based IAA meth-
ods have been proposed by leveraging deep models such
as convolutional neural networks (CNN) [2, 12, 15, 42] and
transformers [19]. These approaches learn from human-
labeled IAA datasets where images are paired with aesthetic
ratings, and models are trained to regress towards the mean
opinion scores (MOS).

Directly learning IAA models on human-labeled aes-
thetic ratings, such as MOS, can be suboptimal as it lacks
context regarding why an image is aesthetically pleasing
or not. To provide richer supervision, various methods
have attempted to integrate external knowledge such as
theme [12, 33], human eye fixation [9], and aesthetic at-
tributes [4, 24], to enhance IAA performance. These ap-
proaches typically rely on multitask training or cascade
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score prediction with a frozen attribute network. However,
obtaining additional labeled data or off-the-shelf models for
such methods can be costly.

Compared to the aforementioned methods that require
additional annotations, our approach utilizes the abundance
of image-comment pairs available on aesthetic websites
and photographic forums. These pairs can be easily ob-
tained from the Internet and contain extensive aesthetic in-
formation (e.g. objects, themes, styles, and user emotions),
since humans are better at expressing aesthetic preferences
through natural language than through abstract scores. On
image sharing platforms like Flickr and DPChallenge2, user
comments offer valuable insights into how they evaluate an
image’s aesthetics. For instance, as shown in Fig. 1 (top),
comments such as “very cool patterns and curls” and “little
bit on the blurry side” reflects users’ positive and negative
aesthetic opinions respectively. We aim to learn the diverse
aesthetic semantics present in these image-comment pairs
to establish a solid foundation for downstream IAA tasks.

Using image-comment pairs for aesthetics learning re-
mains largely unexplored. While previous works have
leveraged user comments to improve IAA, their approaches
differ significantly from ours. For example, [14,57,58] pro-
posed to aggregate visual and comment features, yet they
require both the image and comment as inputs during infer-
ence. This requirement makes it difficult to use such meth-
ods in real-world settings where images may not always be
accompanied by comments. To mitigate this, Niu et al. [33]
proposed to use the LDA topics [1] from the comments as
pseudo labels to guide image representation learning. How-
ever, the simplification of comments into topics may result
in a loss of valuable contextual information. Therefore, we
are motivated to explore other strategies for utilizing raw
comments to extract richer aesthetic textual information.

In this paper, we present a novel two-stage VIsion-
Language Aesthetics (VILA) learning framework incor-
porating image-text pretraining. Our goal is to develop
a model that can effectively generalize to multiple down-
stream aesthetic tasks (Fig. 1). In the first Pretraining
stage, we learn an image-text model (VILA-P) by employ-
ing contrastive and text sequence generation objectives, en-
baling us to fully leverage fine-grained knowledge from
aesthetic image-comment pairs. Our approach is moti-
vated by recent advancements in vision-language models,
such as CLIP [35], ALIGN [17], and CoCa [54], which
exhibit impressive performance and generalization ability
across multiple tasks. These models align vision and lan-
guage feature spaces to capture the rich semantic infor-
mation. However, these models are typically pretrained
on general image-text pairs from the web, which can re-
sult in under-representation of aesthetic-related informa-
tion. Our experimental results indicate that such gener-

2https://www.dpchallenge.com/

ally pretrained vision-language models underperform on
aesthetic tasks (Sec. 5.3). As a solution, we propose the
adoption of vision-language pretraining on aesthetic image-
comment pairs from photograph sharing websites. To the
best of our knowledge, our work is the first to explore the
use of image-comment pairs in vision-language pretraining
for aesthetics learning.

After pretraining VILA-P on image-comment pairs, we
finetune it for downstream score-based IAA tasks using a
lightweight Rank-based adapter (VILA-R). This adapter
involves adding feature residuals to the frozen image em-
beddings to move images with high aesthetic quality closer
to the anchor text “good image,” and images with low aes-
thetic quality away from it. This method can effectively
rank images based on human rated preferences. With 0.1%
tunable parameters, our model outperforms previous works
on IAA correlation metrics over the AVA dataset [32].

Our proposed VILA is capable of tackling multiple
aesthetic-related tasks beyond score-based IAA (Fig. 1).
Not only can it generate high-quality aesthetic comments,
but it also exhibits impressive zero-shot learning (ZSL) ca-
pabilities for aesthetic style classification and quality anal-
ysis. Using text queries such as “good image” and “bad
image” to compare images, our ZSL model outperforms su-
pervised learning models like NIMA [42] which requires
labor-intensive ratings as ground truth. This highlights the
potential of learning rich image aesthetic concepts without
relying on human-labeled data, thereby significantly reduc-
ing data collection costs.

We summarize the contributions of our work as follows:
• We propose a vision-language aesthetic learning

framework (VILA) for learning rich image aesthetic
features using image-comment pairs.
• We design a novel rank-based module to adapt the

model to downstream IAA tasks without perturbing the
pretrained weights, effectively learning the aesthetic
quality concepts with minimal additional parameters.
• Our pretrained aesthetic model outperforms prior

works for aesthetic captioning on the AVA-
Captions [10] dataset. Even without any supervised
labels, our zero-shot model achieves 69% mAP on
the AVA-Style [32] dataset and 0.657 SRCC on the
AVA dataset [32], outperforming many supervised
approaches. With the proposed adapter and a small
number of tunable parameters, our method further
achieves state-of-the-art performance on AVA.

2. Related Work
Image Aesthetic Assessment has a wide range of applica-
tions such as search, ranking, and recommendation. Un-
like the technical quality assessment [6, 16, 53] which fo-
cuses on image distortion, cropping, or noise, IAA aims to
measure the aesthetic quality. During the deep learning era,
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Figure 2. Our proposed vision-language aesthetic (VILA) framework contains two parts: (1) VILA-P: pretraining a vision-language model
using images and user comments on aesthetics, and (2) VILA-R: a rank-based adapter that efficiently adapts the frozen pretrained model
to score-based IAA with a small amount of tunable parameters (purple block).

works such as [12, 18, 26, 32, 36, 44, 51] focused on data-
driven methods and collected large-scale datasets contain-
ing images and human ratings. Based on these datasets, [24]
built a ranking-based model, while [31, 42, 55] proposed to
approximate the groundtruth score distributions. Different
from these works, our model benefits from the image-text
pretraining framework that has rarely been explored in IAA.

Additional supervision in IAA has been explored in
works such as [50, 58], where natural language annota-
tions were introduced in their curated datasets. However,
these methods either treat IAA as one of multiple par-
allel tasks [33, 50], do not generate quality related out-
puts [50, 58], or require both image and comment at infer-
ence time [14,57,58]. In contrast, our model leverages user
comments to learn meaningful aesthetic representations us-
ing contrastive and generative targets, and the learned image
model can be used independently without text input.

Moreover, various studies have focused on network de-
sign to preserve high-resolution aesthetic information for
IAA, such as CNN-based methods [2, 15, 30] that reduce
the negative effects of cropping and resizing, and trans-
former architectures [11,19] that treat input image as visual
tokens and support variable-length sequences, preserving
image resolution and aspect ratios. Our method achieves
state-of-the-art results with a fixed 224× 224 input without
considering original resolution and aspect ratios, and we be-
lieve that these related methods could further enhance our
model and be incorporated in future work.

Image-Text Pretraining utilizes the fact that paired im-
age and text are correlated. Initially, contrastive learning
was used to draw image representation and aligned text rep-
resentation closer [5, 8, 22]. Later, self-supervised learn-
ing objectives were explored, such as masked region recon-

struction, masked object prediction, word region alignment
[3, 27, 28, 40, 43]. These early models used off-the-shelf
visual detectors, which limited their generalization to large-
scale pretraining. The introduction of ViT [23] enabled end-
to-end multimodal transformer-based methods [20, 49] for
large-scale vision-language pretraining. Recently, several
methods such as CLIP [35], ALIGN [17], and CoCa [54]
have proposed image-text foundation models trained on
large-scale image-text corpus [17, 56]. These methods
adopted general pretraining using billions of image-text
pairs from the web, and showed impressive results on var-
ious tasks such as retrieval, classification, and captioning.
Concurrent works [13, 48] have shown the benefit of us-
ing such generally pretrained CLIP features for aesthetics
learning. However, due to the sparsity of aesthetics-related
image-text pairs on the web, aesthetic information gets di-
luted in such general pretraining process. To address this,
we propose the aesthetics pretraining on image-comment
pairs to further enhance aesthetics information. Our model
is based on the CoCa [54] architecture, with a novel rank-
based adapter module designed for IAA to learn relative
aesthetic quality with minimal tunable parameters. The
rank-based adapter optimizes only a small set of learnable
parameters, avoiding catastrophic forgetting [7, 21] while
retaining the rich knowledge from the pretrained model.

3. Image Aesthetics Pretraining using CoCa

In this section, we present our approach to pretrain the im-
age aesthetic model VILA-P. Our goal in the pretraining
stage is to learn powerful multimodal representations for
image aesthetics in a self-supervised manner, using both im-
ages and their associated user comments.

Without loss of generality, we adopt the CoCa [54] archi-
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tecture, which combines contrastive learning and image-to-
caption generation in a single framework. Our approach is
generally applicable to broader vision-language pretraining
models. Fig. 2 (1) provides an overview of our pretraining
architecture for VILA-P.

3.1. Preliminary of CoCa

CoCa contains an image encoder, a unimodal text decoder,
and a multimodal text decoder. The image encoder pro-
duces an image representation, while the unimodal text
decoder generates a text representation with an appended
[CLS] token. These two representations are aligned using
a contrastive objective. The multimodal text decoder gener-
ates captions by cross-attending to the image features.
Encoding Image: The image encoder is in the form of
a Vision Transformer [23], which splits an image into
patches and treats them as tokens. The patches are then
projected to D-dimensional features and fed to the trans-
former blocks to generate a sequence of visual embeddings
V = {v1, ...,vK}, whereK is the number of visual tokens.
Encoding Text: The text is first tokenized into a sequence
of tokens, with each token mapped to a D-dimensional
word embedding vector. A [CLS] token is appended to
the sequence, and the sequence is passed through trans-
former layers to generate the unimodal text representation
W = {w1, ...,wL,wcls}, where wcls is output of the
[CLS] token, and L is the number of text tokens. The
transformer text decoder layers are trained with causally-
masked self-attention for the captioning objective, which
prevents tokens from attending to future tokens. The learn-
able token wcls is used as the contrastive text embedding.
Contrastive Learning Objective: The two unimodal en-
coding modules are jointly optimized by a contrastive target
which tries to align the image-text pairs:

Li2t
Con = − 1

N

( N∑
i

log
exp(x>i yi)/τ∑N
j=1 exp(x

>
i yj/τ)

)
Lt2i

Con = − 1

N

( N∑
i

log
exp(y>i xi)/τ∑N
j=1 exp(y

>
i xj/τ)

)
LCon = Li2t

Con + Lt2i
Con

(1)

xi and yi are the normalized contrastive embeddings of the
i-th image and text in the batch. Li2t

Con is the image-to-text
contrastive loss and Lt2i

Con is the text-to-image counterpart, τ
is the learnable temperature, N is the batch size.
Generative Learning Objective: For captioning, the mul-
timodal text decoder learns to maximize the likelihood of
generating the paired text conditioned on visual features in
an autoregressive manner:

LGen = −
L∑

t=1

logP (wt|w<t,V ).

Cotraining Contrastive and Generative Objective: To
cotrain the two targets, two task-specific attentional pooling
layers [25] are added on top of the image encoder to gener-
ate a contrastive image representation and a generative im-
age representation. The pretraining objective is a weighted
sum of the contrastive loss and the generative loss, using
hyper-parameters α and β:

L = αLCon + βLGen. (2)

3.2. Vision-Language Pretraining for Aesthetics

Vision-language pretraining methods require large-scale
data to learn the complex dynamics between visual and
textual information. Many of these methods are trained
on large proprietary datasets [17, 35] with image-text pairs
crawled from the web. While this general pretraining strat-
egy has proven useful for tasks such as image classification
and retrieval, it is limited in its ability to represent aesthetic-
related information due to the under-representation of such
information on the web. Consequently, the aesthetic infor-
mation gets diluted in the vast amount of pretraining data.
To address this limitation, we propose a two-stage pretrain-
ing approach that involves initializing the model with a gen-
erally pretrained image-text model and then further pre-
training it on aesthetic image-comment pairs. For general
pretraining, we use a 650M filtered subset of the openly
available LAION-5B-English [38] dataset. For aesthetic
pretraining, we use the AVA-Captions dataset [10] which
is currently the largest available dataset for aesthetic com-
ments. Each image in AVA-Captions is associated with one
or more user comments that provide informative insights
into different aesthetic aspects of the image. We randomly
sample one comment for each image to construct image-
comment pairs during training.

In contrast to traditional supervised learning with pre-
defined labels or categories, vision-language pretraining en-
ables learning of open-set aesthetic concepts through noisy
image-comment pairs. This results in visual and textual rep-
resentations that encompass a wider range of aesthetic con-
cepts, enhancing transferability to downstream tasks.

4. Adapting Vision-Language Model for IAA
The pretrained model VILA-P contains extensive multi-
modal aesthetic information, enabling it to perform zero-
shot aesthetic tasks and to even outperform supervised mod-
els (Sec 5.3 and Sec 5.4). In this section, we aim to fur-
ther enhance the model’s performance for IAA tasks us-
ing the mean-opinion-score (MOS) labels. Finetuning the
entire model is computationally expensive and can harm
the pretrained model’s zero-shot and captioning capabil-
ity. Therefore, we propose a lightweight rank-based adapter
module that adapts the pretrained vision-language model to
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downstream IAA tasks while keeping the image and text
backbone frozen with only a few tunable parameters. The
adapter module allows the model to retain the benefits of
the pretrained backbone, while leveraging the rich aesthetic
textual information for IAA tasks. Fig. 2 (2) depicts the
overview of the adapter module, and we refer to the result-
ing model as VILA-R.

4.1. Image Aesthetic Assessment Formulation

The goal of IAA is to predict the aesthetic score for a given
image. We focus on the case where the image is represented
by the frozen image embedding extracted by the image en-
coder in VILA-P. Formally,

v = E(I,θfrozen), (3)
r = F (v,γ), (4)

where I is the input image, v is the image features extracted
using image encoder E with its frozen pretrained weights
θfrozen. F is the IAA scoring model with parameters γ,
and r is the predicted aesthetic score.

During training, given two images represented by vi and
vj , and their corresponding MOS labels li and lj , the IAA
model output ri and rj are trained to respect the order of li
and lj . The performance of the proposed model F is evalu-
ated by the correlation between r and l.

To obtain an effective F with few parameters, we draw
inspiration from the ZSL setting where no parameter tun-
ing is required. Since the cosine similarity between paired
image-text is maximized by the contrastive pretraining ob-
jective (Eq. 1), we can use the cosine similarity between the
contrastive image embedding v and the text embedding w
as a measure of how much the image aligns with the textual
concept. By using text as “prompts”, we can effectively
score images for the textual concept (e.g., whether they are
“good image”). Our preliminary study shows that using text
prompts for IAA scoring results in a correlation of over 0.6,
suggesting that the text decoder in VILA-P contains use-
ful information about what constitutes a visually pleasing
image. We aim to utilize this information as an anchor to
further enhance the model’s IAA ranking capability by de-
signing a lightweight rank-based adapter module.

4.2. Rank-based Adapter Module

The pretraining process, which includes contrastive and
generative objectives, captures rich textual concepts related
to aesthetically pleasing images in the text decoder, and em-
beds them in the same latent space as the image. There-
fore, we can make slight adjustments to the image embed-
ding to improve its alignment with these textual concepts.
Concretely, we propose using the frozen text embedding of
“good image” as an anchor to score images, and optimize
the relative ranking between two images according to their

MOS labels by adjusting their image representations. This
is illustrated in Fig. 2 (2).

Let v represent the unnormalized contrastive image em-
bedding from the frozen VILA-P image encoder. To obtain
the rank-adjusted image embedding ṽ, we add a learnable
residual represented byH ∈ RD×D and normalize the out-
put as follows:

ṽ = normalize(v>H + v), (5)

Next, we use “good image” as the prompt, and extract
its normalized frozen text embedding wp from the [CLS]
position of the unimodal text decoder. The cosine similar-
ity between the rank-adjusted image embedding ṽ and the
anchor wp is used as the predicted IAA score for ranking:

r = ṽ>wp (6)

To optimize the relative ranking between two images, we
use wp as the anchor and optimize the triplet ranking loss
LRA for a pair of input images:

LRA =
1

P

∑
i,j,i 6=j,li>lj

max
(
0,m− ṽ>i wp + ṽ

>
j wp

)
(7)

m is the margin hyper-parameter with default value 0.1.
The positive sample ṽi corresponds to the image with a
higher MOS label li, and the negative sample ṽj corre-
sponds to the image with a lower MOS label lj . The ranking
loss ensures that the similarity between the positive sample
and the “good image” anchor is greater than that of the neg-
ative sample, effectively ranking the images according to its
aesthetic ratings. The only tunable parameter isH with D2

parameters, about 0.1% of the total parameters in VILA-P.
It is worth noting that the frozen text embeddingwp can

be exported for training and inference without the text back-
bone. Therefore, the final IAA model has the same compu-
tational and storage as a single image-encoder-only model,
and it only needs the image as input for IAA inference.

5. Experiments
5.1. Datasets

LAION-5B-English-Filtered is a 650M subset from the
English split in LAION-5B [38], which is currently the
largest publicly available dataset with 5B CLIP-filtered
image-text pairs. The filtered subset is obtained by remov-
ing non-informative or bad data, such as poorly formatted
text, bad image size or aspect ratio, and poor image content.
We use this subset for general image-text pretraining.
AVA Dataset [32] is a widely-used IAA benchmark orig-
inating from the DPChallenge website. It consists of over
250,000 images with user voting scores ranging from 1 to
10. We evaluate the IAA performance of our model on the
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available 19,928 AVA test images, reporting Spearman rank
order correlation coefficient (SRCC) and Pearson linear cor-
relation coefficient (PLCC) metrics.
AVA-Captions [10] dataset is a collection of user comments
for the AVA images, crawled from the DPChallenge web-
site, with basic text filtering applied. It contains 230k im-
ages and 1.5M captions, with an average of 5 comments
per image. To avoid potential data leakage, we strictly fol-
low the official data split of both AVA and AVA-Captions,
excluding both test sets from training, resulting in a train-
ing dataset with 212,585 images paired with 1.2M captions.
We evaluate the aesthetic comment generation quality of
our model on 9,361 AVA-Captions test images, reporting
BLEU [34], ROUGE [37], and CIDEr [47] scores.
AVA-Style [32] contains images with 14 photographic style
labels. We use the 2,809 testing images to assess the
zero-shot aesthetic style classification capability of our pre-
trained model.

5.2. Implementation Details

We use CoCa-Base, the smallest variant of CoCa [54]. It
contains a ViT-B/16 [23] image encoder with 12 trans-
former [46] layers, hidden dimension D = 768, and MLP
size 3072. The image resolution is set to 224 × 224 with a
patch size of 16 × 16, resulting in K = 196 image tokens.
Data augmentation during training includes random hori-
zontal flipping and random cropping from 272 × 272. The
unimodal text decoder consists of 6 transformer layers with
the same hidden dimension and MLP size, while the multi-
modal text decoder consists of another 6 transformer layers.
The maximum text length is set to 64 during training. For
LAION pretraining, we train with 4096 batch size for 500k
steps, using 5e-4 learning rate with linear decay to zero,
and 0.01 weight decay. For image aesthetic pretraining on
AVA-Captions, we train with 128 batch size for 500k steps,
using 1e-5 learning rate with linear decay to zero, and 0.04
weight decay. We set contrastive loss weight α = 1 and
generative loss weight β = 2. A trainable temperature τ
with an initial value of 0.07 is used for the contrastive loss,
following [17, 54]. To finetune the rank-based adapter on
AVA, we train with 128 batch size for 30k steps using 1e-5
learning rate with linear decay to zero, and 0.01 weight de-
cay. All experiments use the Adafactor [39] optimizer with
β1 = 0.9, β2 = 0.999, and are conducted on TPUv3.

5.3. AVA Image Aesthetic Assessment

Comparing to SOTA. Tab. 1 shows our results on the
AVA dataset. The first group shows the baselines including
the ranking method [24], distribution matching based ap-
proaches [31,42,55], customized neural networks [2,11,15,
19, 45], and semantic-aware methods [12, 13, 33]. Our ap-
proach VILA-R achieves the best performance overall and
outperforms the current SOTA GAT×3-GATP [11] by 1.6%

Method SRCC PLCC

Kong et al. [24] 0.558 -
NIMA (Inception-v2) [42] 0.612 0.636
AFDC + SPP [2] 0.649 0.671
MaxViT [45] 0.708 0.745
AMP [31] 0.709 -
Zeng et al. (resnet101) [55] 0.719 0.720
MUSIQ [19] 0.726 0.738
Hentschel et al. [13] 0.731 0.741
Niu et al. [33] 0.734 0.740
MLSP (Pool-3FC) [15] 0.756 0.757
TANet [12] 0.758 0.765
GAT×3-GATP [11] 0.762 0.764

Zero-shot Learning
VILA-P (single prompt) 0.605 0.617
VILA-P (ensemble prompts) 0.657 0.663

VILA-R 0.774 0.774

Table 1. Results on AVA dataset. Blue and black numbers in bold
represent the best and second best respectively. First group shows
baselines, second group shows ZSL results using our model from
Sec. 3, final line shows our result combining Sec. 3 and Sec. 4.

and 1.3% in terms of SRCC (0.774 vs 0.762) and PLCC
(0.774 vs 0.764), respectively. Moreover, our method uses a
lower resolution of 224×224 while other methods may ben-
efit from the larger inputs. For example, MUSIQ [19] uses
the full-size image and two additional resolutions, yet it un-
derperforms our model. Hentschel et al. [13] utilize frozen
CLIP features for learning image aesthetics, and VILA-
R outperforms their approach, which shows the additional
benefit of the proposed aesthetic pretraining.
Zero-shot Learning (ZSL) for IAA. The second group in
Tab. 1 shows the results of using our image-text pretrained
model VILA-P (Sec. 3) for zero-shot IAA. We utilize the
cosine similarity between the contrastive image and text
embeddings for these experiments. In the single prompt set-
ting, we compute the cosine similarity between the image
and a single pair of prompts (“good image”, “bad image”),
and use the softmax normalized output for “good image”
as the ZSL score for IAA. For ensemble prompts, we use
an average ensemble of six pairs of prompts, each consist-
ing of “good” or “bad” plus “image”, “lighting”, “composi-
tion”, “foreground”, “background”, and “content” (see sup-
plementary material). Notably, without any human label su-
pervision, our ZSL model (SRCC 0.657, PLCC 0.663) has
already outperformed several supervised baselines such as
Kong et al. [24], NIMA [42], and AFDC + SPP [2]. These
observations demonstrate the potential of leveraging unla-
belled user comments for IAA, significantly reducing hu-
man labeling costs.
Effects of image-text pretraining. Tab. 2 presents an ab-
lation study to validate the effectiveness of the proposed
image-text pretraining. We conduct the general pretrain-
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ZSL Ens. Prompts w/ Our Adapter
General Pretraining 3 3 3 3

Aesthetic Pretraining 3 3 3 3

SRCC 0.228 0.265 0.657 0.746 0.566 0.774
PLCC 0.228 0.276 0.663 0.750 0.575 0.774

Table 2. Effects of image-text pretraining on AVA. Different pre-
training schema are employed for each column and two settings
are reported: 1) ZSL using an ensemble of prompts; 2) further
finetuned using our proposed rank-based adapter.

Method SRCC PLCC

VILA-P w/ L2 Loss 0.757 0.756
VILA-P w/ EMD Loss [42] 0.759 0.759

VILA-R w/o Text Anchor 0.763 0.764
VILA-R w/o Residual 0.766 0.766
VILA-R (Ours) 0.774 0.774

VILA-R Finetune Image Encoder 0.780 0.780

Table 3. Ablation for the proposed rank-based adapter (Sec. 4) on
AVA. First two groups use frozen pretrained image encoder.

ing and aesthetic pretraining on the LAION [38] subset and
AVA-Captions [10], respectively. With only the general pre-
training, the model has suboptimal performance on the IAA
task, verifying the assumption that image aesthetic infor-
mation gets diluted by the vast amount of unrelated data
from the web. Adding aesthetic pretraining greatly im-
proves model performance in both zero-shot and finetuned
settings. Both general and aesthetic pretraining have a sig-
nificant positive impact on the final IAA task predictions.
Regardless of the pretraining schema, the proposed rank-
based adapter enhances the model’s IAA performance with
minimally tuned parameters.
Effectiveness of the proposed rank-based adapter. Tab. 3
shows an ablation study for the proposed rank-based adapter
(Sec. 4). We compare different options for adapting the
frozen VILA-P to downstream score-based IAA. The first
group shows regression baselines that predict either the sin-
gle MOS score using a L2 loss or the distribution of MOS
scores using EMD loss [42]. VILA-R outperforms both
of them, showing the effectiveness of a rank-based target.
In the second group, we ablate the components in the pro-
posed adapter. “w/o Text Anchor” denotes using a learn-
able projection to replace the frozen text prompt embed-
ding wp. VILA-R performs better, showing the benefit of
using the rich text embedding as a ranking anchor. For “w/o
Residual”, we use a simple learnable projection without the
residual, i.e., ṽ = normalize(v>H). Its sub-par perfor-
mance confirms the intuition that we only need to slightly
adjust the image embedding, thus learning the residual is
easier. The final line shows that VILA-R can be further im-
proved with finetuning the image encoder. However, its gain
in performance comes at the cost of disturbing the generic

Method mAP (%)

Murray et al. [32] 53.9
Karayev et al. [18] 58.1
Lu et al. [29] 64.1
MNet [41] 65.5
Sal-RGB [9] 71.8

Zero-shot Learning
General Pretraining (single prompt) 29.3
General Pretraining (ensemble prompts) 32.6
VILA-P (single prompt) 62.3
VILA-P (ensemble prompts) 69.0

Table 4. Results on AVA-Style dataset. We gray out supervised
baselines as they are not directly comparable to our unsupervised
model which is not exposed to the training labels.

pretrained weights, e.g. its ZSL performance on AVA-Style
drops from 69.0% to 26.3% mAP. VILA-R enables effective
IAA adaptation while inheriting the pretrained weights.

5.4. AVA-Captions Image-Text Pretraining

In this section we aim to verify VILA-P model learns mean-
ingful representations that are generalizable to other tasks.
We evaluate its performance on zero-shot style classifica-
tion and the quality of its generated aesthetic comments.
Zero-shot Style Classification. To demonstrate that VILA-
P captures diverse aesthetic aspects such as composition,
color, and style, we evaluate its ZSL performance on the
AVA-Style test set. We manually curate text prompts based
on the 14 class names, and use the cosine similarities to
approximate the probability that an image involves specific
styles (see supplementary material). Tab. 4 shows the re-
sults. The first group contains supervised methods trained
on 11k images with style annotations. Without such super-
vision, VILA-P achieves 69.0% ZSL mAP, outperforming
many supervised methods such as MNet [41] (65.5%) and
Lu et al. [29] (64.1%). This demonstrates the ability of the
proposed framework to learn open-set aesthetic information
without human labelling. Tab. 4 also shows that the perfor-
mance of the model trained only with general pretraining is
much lower than that with aesthetic pretraining. This again
verifies that the proposed aesthetic pretraining is necessary
for capturing rich aesthetic information.
AVA Comments Generation. We evaluate the caption-
ing performance of VILA-P on AVA-Captions test set, and
the results are shown in Tab. 5. Our method outperforms
CWS [10] and Yeo et al. [52] in terms of BLEU-2, BLEU-
3, BLEU-4, ROUGE and CIDEr. Although our method
has a slightly lower BLEU-1 than CWS, it is important
to note that BLEU-1 only measures precision of unigram,
while and higher order BLEU scores (BLEU-2, BLEU-3,
BLEU-4) place more emphasis on the fluency of generated
sentences. Moreover, our method’s superior ROUGE and
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Method BLEU-1 BLEU-2 BLEU-3 BLEU-4 ROUGE CIDEr

CWS [10] 0.535 0.282 0.150 0.074 0.254 0.059
Yeo et al. [52] 0.464 0.238 0.122 0.063 0.262 0.051

VILA 0.503 0.288 0.170 0.113 0.262 0.076

Table 5. Results on AVA-Captions dataset.

Figure 3. Top 5 images retrieved with “bad photo”, “good
photo” on KonIQ-10k [16]. See supplementary material for im-
age sources.

Figure 4. Top 5 images retrieved using AVA-Style class names on
KonIQ-10k [16]. To give proper attribution to image sources, we
choose to showcase images from the KonIQ-10k dataset instead of
the AVA dataset. See supplementary material for image sources.

CIDEr scores indicates that our model generates more se-
mantically similar sentences to the real user comments.
Qualitative Examples. To properly credit our image
sources, we choose to display images from the KonIQ-
10k [16] dataset instead of the AVA dataset for illustration in
this section. The image sources are provided in supplemen-
tary material. Fig. 3 depicts the top-5 images retrieved by
text queries “Bad photo” and “Good photo” on KonIQ-10k.
For “Bad photo”, the retrieved results exhibit poor lighting,
bad composition and meaningless content. In contrast, the
“Good photo” group has noticeably better aesthetic qual-
ity. These examples provide qualitative evidence of the aes-
thetic knowledge captured by the pretrained model.

Fig. 4 illustrates the AVA-Style predictions of VILA
by visualizing the top-5 images retrieved using style class

Figure 5. Aesthetic comments generated by VILA.

names on KonIQ-10k. This provides a qualitative demon-
stration of the aesthetic information captured by VILA. Re-
sults show that the aesthetic pretraining on image-comment
pairs has helped the model to understand low-level aesthetic
attributes quite well. For example, the learned model under-
stands that “Macro” is a visual concept that captures finer
details, regardless of the semantic objects, such as straw-
berry or insects. Another example is “HDR”, for which all
retrieved photos have high dynamic range while portraying
different semantic objects such as buildings and cars.

Fig. 5 shows aesthetic comments generated by VILA.
The model is capable of generating diverse captions condi-
tioned on the images, mentioning attributes such as “color”,
“saturation” and “persepective”. In addition, it even in-
cludes critiques about the cropping of the image, which
aligns with our aesthetic perspective.

6. Conclusion
We propose a general framework for learning image aes-
thetics (VILA). By pretraining vision-language models on
image-comment pairs from image sharing websites, we en-
able the model to learn rich aesthetic semantics in a self-
supervised manner without the need for expensive labeled
data. The resulting pretrained model, VILA-P, exhibits
state-of-the-art performance on the AVA-Captions dataset
and enables various interesting tasks, including zero-shot
learning for IAA, style classification, and retrieval. Our
experiments demonstrate that VILA-P surpasses many su-
pervised baselines on these tasks with ZSL. To efficiently
adapt the pretrained model for IAA without impairing its
powerful zero-shot abilities or damaging the rich represen-
tation, we introduce a lightweight rank-based adapter mod-
ule. By employing the text embedding as an anchor and
explicitly modeling the ranking concept, we achieve state-
of-the-art IAA performance on the AVA dataset with only a
small amount of injected parameters. Although we design
the rank-based adapter module for IAA, our method is gen-
erally applicable for adapting large-scale visual-language
models to other ranking based tasks.
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