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Abstract

Depth estimation is an important step in many computer
vision problems such as 3D reconstruction, novel view syn-
thesis, and computational photography. Most existing work
focuses on depth estimation from single frames. When ap-
plied to videos, the result lacks temporal consistency, show-
ing flickering and swimming artifacts. In this paper we
aim to estimate temporally consistent depth maps of video
streams in an online setting. This is a difficult problem as
future frames are not available and the method must choose
between enforcing consistency and correcting errors from
previous estimations. The presence of dynamic objects fur-
ther complicates the problem. We propose to address these
challenges by using a global point cloud that is dynami-
cally updated each frame, along with a learned fusion ap-
proach in image space. Our approach encourages consis-
tency while simultaneously allowing updates to handle er-
rors and dynamic objects. Qualitative and quantitative re-
sults show that our method achieves state-of-the-art quality
for consistent video depth estimation.

1. Introduction

Depth reconstruction is a long-standing, fundamental
problem in computer vision. For decades the most popular
depth estimation techniques were based on stereo match-
ing [37] or structure-from-motion [36]. However, more re-
cently the best results have come from learning-based ap-
proaches [7]. As the overall reconstruction quality has im-
proved, focus has shifted to new areas such as monocular es-
timation [21,32,33], edge quality [58], and temporal consis-
tency [20, 26]. The latter is particularly important for video
applications in computational photography and virtual re-
ality [3, 52] as inconsistent depth can cause objectionable
flickering and swimming artifacts.

Consistent video depth estimation, however, remains a
difficult problem as even the best method will suffer from
unpredictable errors and imperfections based on scene con-
tent, especially in textureless and specular regions. This
difficulty is aggravated by many of the aforementioned ap-
plications requiring online reconstruction: future frames are

Figure 1. Comparing monocular depth estimation on the ScanNet
dataset across four frames. Clockwise from Top-left: Input RGB
image, Ranftl et al.’s DPT [32], our result with a DPT backbone,
RGB-D sensor ground truth.

not known beforehand and temporal consistency must be
balanced with error-correction. Furthermore, the presence
of dynamic objects — which are inherently inconsistent —
adds an additional layer of complication. Luo et al. [26]
address these problems by assuming all frames are known
beforehand and fine-tuning their method for each input
video. Other approaches seek an online solution by encod-
ing consistency in network weights either through a training
loss [21], by using recurrent architectures [8, 30, 56], or by
conditioning it on the input [24]. Each method, however,
ultimately relies on the raw output of a neural network be-
ing consistent, which is difficult to achieve due to camera
noise and aliasing in convolutional networks [14, 44, 57].

In this work, we propose the use of a global point cloud
to encourage temporal consistency in online video depth es-
timation. We demonstrate how to tackle the twin problems
of handling dynamic objects and updating a static — and
potentially erroneous — point cloud when future frames
are not known. With quantitative and qualitative results,
we show our approach significantly improves the temporal
consistency of both stereo and monocular depth estimation
without sacrificing spatial quality. In summary, our contri-
butions are as follows:
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Figure 2. We generate temporally consistent depth maps for each RGB video frame t by fusing the projected depth from a prior point cloud
dtp with the estimated depth dt. This is done by temporally fusing dtp to update dynamic regions, followed by spatial fusion with dt based
on confidence estimates of accuracy. The final result dto is used to update the point cloud for the next frame.

1. We propose point cloud-based fusion for temporally
consistent video depth estimation.

2. We present a three-stage approach to encourage con-
sistency in online settings, while simultaneously al-
lowing updates to improve the accuracy of reconstruc-
tion and handle dynamic scenes.

3. We present an image-space approach to dynamics es-
timation and depth fusion that is lightweight and has
low runtime overhead.

2. Related Work

Depth Estimation: The recovery of geometry from
color images is an historically important problem in com-
puter vision. In the last decade, deep learning has increas-
ingly been applied to different stages of classic algorithms
including geometric [4, 23, 39, 53], photometric [54] and
multi-view stereo [12], as well as structure-from-motion
(SfM) [50]. More recently, approaches based entirely on
learnt priors have allowed high-quality depth estimation
from single images [21, 32, 33, 45]. Traditionally, the fo-
cus of these methods has been on single frames, with most
suffering from temporal artifacts on videos.

Temporal Consistency: A number of works have re-
cently demonstrated the advantage of using temporal infor-
mation for improving depth accuracy and consistency [24,
25, 30]. Long et al. [25] propose temporal coherence by
fusing the cost volumes of neighboring frames with a trans-
former. Similarly, Liu et al.’s [24] method accumulates
depth probability over consecutive frames using Bayesian
filtering. However, the final outcome in both cases is
generated by a refinement network which does not have
any explicit temporal constraints. Luo et al. [26] fine-
tune a monocular depth network at inference-time using
constraints from optical flow and structure-from-motion.
Kopf et al. [17] build on this to refine camera poses too.
Both methods run offline with the inference-time fine-
tuning taking around twenty minutes.

Luo et al. and Kopf et al. are special instances of a
more general approach to enforcing consistency in video

tasks using an optical flow-based warping loss during train-
ing [2, 18, 20]. Used in isolation, however, this approach
fails to generalize well to unseen data, often requiring fine-
tuning for each new dataset. But it does have the advantage
of not relying on camera poses or external structures. Lai et
al. [18] and Cao et al. [2] pair a warping loss with a convo-
lutional recurrent module which allows the network to learn
temporal affinities more effectively.

In fact, the use of recurrent structures is another way of
enforcing temporal consistency in video tasks [8, 30, 56].
Zhang et al. [56] propagate spatio-temporal depth infor-
mation across frames using a novel convolutional LSTM
module which is trained using an adversarial loss. While
this loss does not have any explicit temporal constraint like
the warping loss, it is nonetheless shown to improve depth
consistency. Patil et al.’s [30] work on depth prediction
and completion demonstrates that recurrent modules en-
force consistency and improve accuracy even without spe-
cial loss functions. Convolutional LSTMs, however, can be
difficult to train due to their large memory requirements.

Depth Fusion: Fusion methods [5, 29, 48, 49] achieve
scene reconstruction by blending weighted signed distance
field (SDF) volumes for each frame. The use of SDF vol-
umes makes them scale poorly to large scenes and high res-
olutions. Keller et al. [15] and Lefloch et al. [19] propose
point clouds as an alternative to SDFs. Traditional fusion
methods, however, are not directly applicable to depth re-
construction as their focus is geometric reconstruction over
multiple frames. Completeness, in the sense of reconstruct-
ing each visible point in a frame, is not a requirement.

3. Consistent Video Depth Estimation
Given a sequence of RGB images ct with known poses,

our goal is to estimate a depth map dt for each ct, t ∈
{0, 1, 2, ...} such that the geometric representation of all
scene points visible at time t is accurate and consistent from
dt−1 to dt. Furthermore, we want to solve this problem on-
line; that is, at any time instant t future frames di, i > t
are not known. Accuracy subsumes consistency since a
100% accurate reconstruction is also 100% consistent, but
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Figure 3. The temporal fusion stage generates a 2D mask α for
scene regions that change due to motion in frame t. This mask is
used to update the reprojected point cloud depth dtp with dynamic
changes from the observed depth dt.

not vice versa. As a result, the majority of past depth esti-
mation methods have focused on optimizing accuracy of re-
construction [4,23,39,53]. In practice, however, a perfectly
accurate reconstruction is hardly ever achievable such that
most of these methods suffer from inconsistency.

A simple way of enforcing temporal consistency is to use
the known camera pose to elevate a depth map dt to a 3D
point cloud and then reproject it into future frames. How-
ever, such a reprojection-based approach suffers from the
following shortcomings: it fails to handle dynamic scenes,
it creates holes in disoccluded regions, and it will propagate
any errors in dt to all subsequent frames.

Our proposed approach seeks to exploit the advan-
tages of a global point cloud while addressing the above-
mentioned shortcomings. We do this in three steps: (i) The
temporal fusion step (Sec. 3.1) identifies and updates re-
gions of the scene that changed from frame t − 1 to t by
blending dt with prior depth from the global point cloud in
image space. (ii) Spatial fusion (Sec. 3.2) recovers spatial
details and corrects any errors in the blended output depth
map from the first stage. (iii) Finally, we update the global
point cloud to incorporate changes from frame t (Sec. 3.3).

3.1. Temporal Fusion

Let P ∈ R3 be a prior 3D point cloud representation of
a scene at time t generated using the depth input from pre-
vious frames. For each x ∈ P let ς(x) ∈ R3 represent the
RGB color, and ρ(x) ∈ R represent a confidence estimate
of the point. Given the camera pose Tt and intrinsics matrix
K, we define dtp, ctp and wt

p as the H ×W depth, color and
confidence projection, respectively, of P .

The goal of the temporal fusion stage is to generate a
2D mask α ∈ [0, 1]H×W for the dynamic regions in dtp.
Specifically, we want α to identify visible points that change
position from frame t− 1 to t solely due to motion, and not
because of camera movement or uncertainty in the depth
estimation. We then compute a fused depth map dtf with the
dynamic parts updated from dt while preserving consistent
depths from prior frames in the static regions:

dtf = αdt + (1− α) dtp (1)

𝑑𝑑o𝑡𝑡 =
𝛽𝛽𝑑𝑑f
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Figure 4. The spatial fusion stage uses the observed depth dt to
improve static regions in the temporally fused depth dtf based on
confidence in the accuracy of both depths. The confidence is esti-
mated as the learnt uncertainty in the depth prediction model.

Figure 5. Left to right: The input ct, the dynamic change mask α
(Eq. 1), the confidence estimate β (Eq. 4), and the confidence esti-
mate γ (Eq. 3). Original image © Blender Foundation | www.sintel.org

The blending mask α may be computed as the residual be-
tween consecutive frames warped using rigid flow. We ob-
serve, however, that a hand-crafted threshold for the resid-
ual does not generalize to all scenes, and is prone to failure
in the presence of noise and depth artifacts. Thus, we use
α = Θ(dt, dtp, c

t, ctp) instead, where Θ(·) is a convolutional
neural network (Fig. 3). We want α to have a strong bias
towards the prior depth map in static regions. This is en-
couraged by using the ground truth — rather than the gen-
erated — prior point cloud P to render ctp and dtp during
training. Using an L1 loss on the blended output dtf then
ensures that α = 1 minimizes the loss in scene regions that
do not change from t− 1 to t. As observed earlier, training
Θ(·) to directly output dtf does not guarantee consistency
due to CNN aliasing and rotational invariance.

For the very first frame t = 0, we use dtp = dt. Subse-
quently, we render the point cloud P by splatting each x ∈
P , along with color ς(x) and confidence ρ(x), to the near-
est rounded pixel with a Z-buffer check. While this intro-
duces aliasing artifacts, it is much faster than surfel-based
methods [31]. We ameliorate the aliasing through super-
sampling, and we use Rosenthal and Linsens’s method [35]
to fill holes and remove background points.

3.2. Spatial Fusion

Using the ground truth to generate dtp allows for easily
training the temporal fusion stage to maintain consistency
in static regions. However, the ground truth is not avail-
able at inference-time so that the prior point cloud P — and
consequently dtp — is likely to have errors from imperfect
depth estimation in previous frames. We propose to address
this problem in the spatial fusion stage.
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The goal here is to assign a pixel-wise weight to dt and
dtf based on a confidence estimate of the accuracy of each
depth. This is then used to fuse the two depths in image
space to generate the final output dto:

dto =
β dtf + γ dt

β + γ
(2)

We estimate the confidence weights β, γ ∈ RH×W using
a neural network Φ(·) (Fig. 4). Note that while formulated
similar to Eq. 1, the weights in Eq. 2 serve a different pur-
pose and, hence, require a different training procedure for
Φ(·). In particular, we represent the weights as the input-
dependent aleatoric uncertainty [16] which can be learnt in
a self-supervised manner. The confidence γ for dt is then
inversely related to the uncertainty as,

γ = exp
[
− Φ(dt, ct)] (3)

The confidence β for dtf , in addition to the aleatoric un-
certainty Φ(dtf), also incorporates the prior confidence wt

p

weighted by the temporal mask α:

β = αwt
pexp

[
− Φ(dtf , c

t)
]

(4)

We box-filter wt
p before computing β to suppress any

high-frequency artifacts from the splatting process. Note
that Φ(·) can model uncertainty in dtf resulting from errors
in temporal filtering, so that Eq. 2 is not the same as α-
blending dt with wt

p exp
[
− Φ(dtp, c

t)
]
dtp.

3.3. Global Point Cloud Update

In a final step, we update the global point cloud P ⊆ R3

to reflect changes in the scene from frame t. This includes
updating the confidence ρ(x), and the color ς(x) of all
points x ∈ P observed at t. This is similar to the TSDF vol-
ume integration step in traditional fusion methods [13, 29].
However, here we have a discrete point cloud representation
of the scene which cannot be directly averaged like a TSDF.
Therefore, achieving a similar effect involves: (i) associat-
ing points in P with pixels in dto, and updating the position,
confidence and color of points for which a correspondence
is found; (ii) adding pixels from dt for which no association
is found as newly observed points into P; and (iii) removing
points with low confidence from P .

Let zt ∈ RH×W×3 represent the inverse projection of
depth map dt to 3D. Updates to each x ∈ P are computed
in continuous image space to minimize quantization arti-
facts from using a point cloud. Thus, we update a given x
by sampling zt and the color image ct at the projected 2D
location x̂ of x on the image plane. We denote the sampled
values as ct[x̂] ∈ R3 and zt[x̂] ∈ R3, respectively, using
square brackets to represent bilinear sampling of the image
at the indexed location. We only update unoccluded points

identified by α[x̂] < 0.5, where α is from Eq. 1. The up-
dated x, color ς(x) and confidence ρ(x) are computed as,

x =
β[x̂] · x + γ[x̂] · zt[x̂]

β[x̂] + γ[x̂]
(5)

ς(x) =
β[x̂] · ς(x) + γ[x̂] · ct[x̂]

β[x̂] + γ[x̂]
(6)

ρ(x) = β[x̂] + γ[x̂] (7)

where β, γ ∈ RH×W are the fusion weights from Eqs. 3
and 4. For any x outside the field-of-view, or which is oc-
cluded, we set ρ(x) = ρ(x)−1. We identify newly observed
points as pixel locations in zt for which α ≥ 0.5, and add
them to P . Finally, we remove all points x ∈ P for which
ρ(x) < ϵ. We find ϵ = 3× 10−2 to work well empirically.

4. Training Procedure
We train the temporal fusion network Θ(·) using sam-

ples (dt, ct, dtp, c
t
p) where (ct, dt) are the color image and

estimated depth of the current frame t, and (dtp, c
t
p) are gen-

erated by reprojecting the ground truth depth and color from
frame t− k to t, for some arbitrary k between -7 and 7. We
use future frames (k < 0) only during training as a data aug-
mentation technique — during inference, our method only
sees the current frame t and the global point cloud.

Θ(·) consists of two sets of three residual layers followed
by a four-layer U-Net [34]. The residual layers extract fea-
tures from the concatenated depths ⟨dtp, dt⟩ and concate-
nated color images ⟨ctp, ct⟩ which are then fed into the U-
Net to generate the blending mask α (Fig. 3). This network
architecture is much simpler and has fewer parameters than
either Mask-RCNN [11] or optical flow methods, both of
which have been previously used [22, 26, 55] to mask dy-
namic elements of a scene (Table 5). We use ReLU acti-
vations on all but the last layer of the U-Net, which has a
sigmoid. As batch normalization adds a depth-dependent
bias [48], we use layer normalization instead.

The motivation behind using the ground truth rather than
the estimated depth for dtp is to encourage a strong bias to-
wards the prior depth (α = 0) in static regions. This ensures
Θ(·) only identifies changes due to motion. The reprojected
ground truth remains optimal in regions that do not change
from frame t − k to t. Thus, an L1 loss on dtf encourages
α = 0 in these parts. For dynamic objects, the prior depth
may or may not be optimal based on the quality of the es-
timated depth, and the network learns a suitable blending
weight. We found a binary cross entropy (BCE) loss on α
improves convergence and pushes it closer to binary:

LBCE = BCE
(
α,1

(
∥dt − gt∥1 < ∥dtp − gt∥1

))
(8)

where 1(·) is the indicator function of the pixels satisfying
the inequality and gt is the ground truth depth. We also
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MPI Sintel Dataset

OPW↓ SC↓ RTC↑ TCM↑ TCC↑ SD(L1)↓ RAE↓ RMS↓ δ1 ↑ δ2 ↑ δ3 ↑ N

MiDaS [33] 0.611 0.675 0.211 0.233 0.413 0.597 0.279 3.013 0.610 0.798 0.896 1
WSVD [45]‡ 0.613 0.704 0.288 0.356 0.449 0.654 0.360 3.775 0.466 0.705 0.825 2
DPT [32] 0.424 0.493 0.320 0.417 0.482 0.539 0.224 2.678 0.686 0.864 0.932 1

Ours-DPT†‡ 0.255 0.295 0.489 0.470 0.559 0.474 0.197 2.400 0.710 0.885 0.942 1

ScanNet Dataset

ST-CLSTM [56]‡ 0.087 0.087 0.310 0.134 0.400 0.076 0.289 0.751 0.772 0.932 0.983 5
TCMD [20]‡ 0.031 0.031 0.628 0.166 0.548 0.083 0.300 0.811 0.740 0.927 0.981 1
N-RGB→D [24]†‡ 0.043 0.042 0.557 0.169 0.482 0.088 0.285 0.674 0.814 0.952 0.983 1
Demon [43] 0.160 0.159 0.143 0.107 0.271 0.098 0.228 0.651 0.839 0.951 0.982 2
DeepV2D [40] 0.038 0.038 0.483 0.143 0.495 0.058 0.153 0.502 0.957 0.995 0.999 2
DPT [32] 0.033 0.033 0.540 0.141 0.536 0.055 0.213 0.582 0.971 0.996 0.999 1

Ours-DPT†‡ 0.011 0.010 0.863 0.179 0.639 0.052 0.210 0.576 0.974 0.996 0.999 1
†Method uses temporal data structure. ‡ Method has temporal consistency constraints.

Table 1. Comparing our method using a DPT backbone to SOTA monocular depth methods. N is the number of frames required at
inference. Our method achieves the best results overall with significantly higher consistency, and similar or better accuracy.

include an L1 loss LG on the depth gradients, and a VGG
loss on the fused depth. We found the latter helps capture
fine detail better than an L1 loss alone. Thus, we supervise
the temporal fusion network with loss:

LΘ = ∥dtf − gt∥1 + LBCE + LG +VGG(dtf , g
t) (9)

We weigh the terms as 10, 0.1, 0.05 and 0.05, respectively.
We implement the depth fusion network Φ(·) as a four-layer
U-Net with instance normalization, and ReLU activations
on all layers. We train the network using a self-supervised
loss on the uncertainty st = Φ(dt, ct) of the input depth:

LΦ =
1

m

∥∥ exp(−st) | dt − gt|+ λss
t
∥∥
1

(10)

where m is the number of pixels and the second term is a
regularizer to prevent the trivial st = ∞. We use λs = 0.03.
As Kendall et al. [16] show, this loss term minimizes the log
variance of a Gaussian likelihood model for the uncertainty.

We train both networks on the FlyingThings3D
dataset [27]. This consists of rendered sequences of objects
moving along random 3D trajectories, and has ground truth
depth and camera poses. For fine-tuning we render 50 60-
frame sequences from a custom Blender scene with human-
like motion in an indoor setting. We estimate dt with RAFT-
Stereo [23] and use the inverse depth for training.

5. Experiments
5.1. Implementation Details

Both networks are implemented in PyTorch and trained
on six Nvidia Tesla V100 GPUs. The temporal fusion net-
work is trained for five epochs on 500×500 crops from the

COLMAP MVS NeuralRecon

Figure 6. MVS and fusion methods like NeuralRecon [38] suffer
from holes in the output making them ill-suited to AR applications.

FlyingThings3D dataset in batches of 18. We use a learning
rate of 5×10−4 and a weight decay of 1×10−4. The spatial
fusion network is trained on the depth output of the tem-
poral filtering stage dtf using the FlyingThings3D dataset
with a similar batch and input size, and a learning rate of
1×10−4. We fine-tune both networks on 320×320 crops of
our Blender data for 14 epochs at a learning rate of 1×10−6.

5.2. Testing Datasets

MPI Sintel: The MPI Sintel dataset [1, 51] consists of
long synthetic stereo sequences with large motion and depth
range. We evaluate both stereo and monocular depth esti-
mation on the final pass of the 22 “training scenes” which
have ground truth optical flow, pose, and depth. Given the
extremely large motion and depth of some scenes, we fol-
low Teed et al. [42] and restrict our evaluation to pixels with
flow ≤ 250 pixels and depth ≤ 30 meters.
ScanNet: The ScanNet dataset [9] consists of video se-
quences of static indoor scenes captured with an RGB-D
sensor and annotated with camera poses. We evaluate the
monocular variant of our method on 20 60-frame sequences
from different scenes. ScanNet does not have ground truth
optical flow, so we estimate it using RAFT [41].
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MPI Sintel Dataset

OPW↓ SC↓ RTC↑ TCM↑ TCC↑ SD(L1)↓ RAE↓ RMS↓ δ1 ↑ δ2 ↑ δ3 ↑ N

MC [21] 0.553 0.608 0.233 0.423 0.402 0.619 0.371 3.771 0.462 0.690 0.820 1

CVD-MC [26] 0.226
-59.1%

0.245
-59.7%

0.402
+72.5%

0.515
+21.7%

0.460
+14.4%

0.589
-4.85%

0.338
-8.89%

3.078
-18.4%

0.493
+6.71%

0.702
+1.74%

0.819
-0.12% All

Ours-MC 0.377
-31.8%

0.399
-34.4%

0.360
+54.5%

0.443
+4.73%

0.423
+5.22%

0.583
-5.82%

0.361
-2.70%

3.711
-1.59%

0.466
+0.87%

0.696
+0.87%

0.823
+0.37% 1

Table 2. We compare our approach to CVD using the Mannequin Challenge (MC) backbone for both methods. The percentage change in
each metric over the baseline (MC) is listed in color. Our method realizes a large portion of the gains of CVD, even though CVD fine-tunes
the backbone network for each input (∼20 mins) and requires all frames beforehand. Our method is trained once and runs online.

MPI Sintel Dataset

OPW↓ SC↓ RTC↑ TCM↑ TCC↑ SD(L1)↓ RAE↓ RMS↓ δ1 ↑ δ2 ↑ δ3 ↑
RAFT-Stereo [23] 0.409 0.507 0.615 0.424 0.642 0.795 0.239 31.26 0.915 0.944 0.961

Ours-RAFT-S. 0.268
-34.5%

0.340
-32.9%

0.701
+14.0%

0.492
+16.0%

0.674
+4.98%

0.745
-6.29%

0.227
-5.02%

21.86
-30.1%

0.915
+0.00%

0.943
-0.11%

0.959
-0.21%

HITNet [39] 0.225 0.264 0.599 0.441 0.641 0.341 0.087 12.32 0.878 0.915 0.941

Ours-HITNet 0.158
-29.8%

0.197
-25.4%

0.675
+12.7%

0.506
+14.7%

0.675
+5.30%

0.316
-7.33%

0.086
-1.15%

8.900
-27.8%

0.878
+0.00%

0.916
+0.11%

0.943
+0.21%

Table 3. Evaluating two SOTA stereo methods when used with our point cloud-based fusion approach. The percentage change is listed in
color below our result for each metric. Our method leads to significant improvement in temporal consistency and preserves spatial quality.

5.3. Baselines

Our choice of baselines is motivated by the use cases
we envision for an online method. These include low-
latency AR/VR applications [3,52] requiring temporal con-
sistency, completeness (i.e. no holes), and the handling of
dynamic objects. Hence, we evaluate stereo depth meth-
ods [23,39] on the MPI Sintel dataset, and monocular meth-
ods [20,24,32,33,45,56] on both the MPI Sintel and Scan-
Net datasets. Additionally, we evaluate learned structure-
from-motion methods [40,43]. We do not compare with tra-
ditional multi-view stereo or TSDF fusion methods as they
suffer incompleteness, and fail in dynamic scenes (Fig. 6).

For each baseline, we use pre-trained models provided
by the authors and evaluate it only on the dataset it has orig-
inally been tested on — with the only exception being mod-
els trained on the NYU-V2 dataset [28]. We evaluate these
models on ScanNet instead (NYU-V2 is a similar sensor-
captured RGB-D dataset, but does not have ground truth
poses). We use the efficient Hybrid variant of Ranftl et al.’s
DPT [32] in all experiments, and the five-layer 3D-GAN
version of Zhang et al.’s ST-CLSTM [56] .

5.4. Evaluation Metrics

Given a sequence of estimated depth maps d0, d1, ..., dn

along with color images c0, c1, ..., cn and ground truth
g0, g1, ..., gn, we evaluate depth estimation quality both
temporally and spatially. A common metric for tempo-

ral consistency of video uses the optical flow Ot→t+1 to
evaluate the change in a pixel’s depth from frame t to
t+1 [2,18,46]. Let d t+1

w be the estimated depth d t+1 back-
ward warped into frame t using Ot→t+1. Then the optical
flow-based warping error (OPW) is defined as:

OPW =
1

n− 1

∑
t

∥M t (d t+1
w − dt)∥1 (11)

where M t = exp(−κ(c t+1
w − ct)) is a pixel-wise occlusion

mask. Intuitively, OPW is the average meter change in the
depth of a point across frames. It is expected to be higher for
the outdoor scenes in MPI-Sintel than the indoor ScanNet
dataset. Li et al. [20] present a variant of this error known
as the relative temporal consistency (RTC) metric, which
is shown to align with humans’ perception of consistency:

RTC =
1

mn

∑
t

∥∥∥∥1(M t max
(dt+1

w

dt
,

dt

dt+1
w

)
< τ

)∥∥∥∥
0

(12)

where m is the number of pixels, 1(·) is the indicator func-
tion of the set of pixels satisfying the enclosed inequality,
and the 0-norm measures the number of non-zero pixel val-
ues. We set κ = 50 and τ = 1.01 for our evaluation.

A disadvantage of OPW and RTC is that both metrics are
optimized by the degenerate case dt = k ∀ t ∈ {0, 1, ..., n}
for any constant k. Hence we augment OPW and RTC with
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Figure 7. The improvement in consistency from our method, visualized as the variation in an epipolar plane image (EPI). An EPI represents
a slice of the video in the x-t dimensions for a fixed y (indicated in green, red and blue). We use a high-gradient color-map to better visualize
changes in the EPI. Our method reduces high-frequency oscillation along t indicating better frame-to-frame consistency, and preserves the
spatial (x-y) quality of depth. We omit the axis labels in subsequent figures. Original images © Blender Foundation | www.sintel.org

the temporal change consistency (TCC) and the temporal
motion consistency(TCM) metrics of Zhang et al. [56]:

TCC =
1

n− 1

∑
t

SSIM
(
|dt − dt+1|, |gt − gt+1|

)
(13)

TCM =
1

n− 1

∑
t

SSIM(O(dt, dt+1), O(gt, gt+1)) (14)

where SSIM is the structural self-similarity [47], and O is
the optical flow Ot→t+1. In addition, we propose the self-
consistency (SC) metric which uses the estimated depth dt

to compute dt+1
w instead of the optical flow. Like OPW,

it measures the average meter change in depth frame-to-
frame. Finally, as in Long et al. [25] we measure the stan-
dard deviation of the L1 error SD(L1) across all frames.

For the spatial error we use the standard metrics: relative
absolute error (RAE); root mean squared error (RMS); and
the percentage of bad pixels δ1, δ2, δ3 at thresholds 1.25,
1.252 and 1.253, respectively [56]. We align the affine-
invariant monocular methods for evaluation by using the
ground truth to calculate a scale and shift factor [33].

5.5. Results

Table 1 presents the quantitative evaluation of our
method and the monocular baselines, with a qualitative
comparison in Fig. 8. Across both datasets, our depth has
a 50% lower OPW error than the next best method. Intu-
itively, this means for an average scene point, the frame-to-
frame meter difference in depth is less than half that of the
other method. Furthermore, the structural similarity of the
temporal change in our depths and ground truth (TCC) is
15% higher, indicating that dynamic regions are not simply

TCM↑ TCC↑ OPW↓ RAE↓
No Temporal Fusion -11.4% -12.1% +27.7% +65.7%
No Spatial Fusion -7.44% -9.06% +39.6% +17.1%
No Global PC -7.45% -9.57% +39.5% +13.0%

Table 4. Ablating our pipeline to evaluate its contribution to the
final result. We list the percentage change with respect to Ours-
DPT in Table 1 on the dynamic MPI Sintel dataset. For TCM and
TCC higher is better, and vice versa for OPW and RAE.

Params. (M) GMACs Runtime (ms)

RAFT (20 iters.) 5.26 309.5 86.2
Mask-RCNN 44.2 134.6 42.4
Our Θ(·) 4.45 35.04 7.20
Our Φ(·) 4.44 37.14 5.10

Table 5. Run-time and complexity evaluation of our two networks
Θ(·) and Φ(·) with a 512×512 image on an NVIDIA GeForce
RTX 3080 GPU. We use the default 20 iterations for RAFT.

averaged across frames. A similar trend is seen in the im-
proved performance of the stereo methods in Table 3 with
an improvement in OPW and TCC of around 30% and 5%
respectively. Fig. 7 provides a qualitative visualization of
the stereo results. The improvement from our method is
compared to Luo et al.’s CVD [26] in Table 2. CVD runs
offline, fine-tuning the backbone network for ∼20 minutes
at inference-time. As such, it represents the high bar for
temporal consistency. Our method achieves a good portion
of the gains of CVD while being generalizable and online.

Table 5 lists the size and runtime of our two networks,
comparing Θ(·) to RAFT [41] and Mask-RCNN [11] — the

9125



Ours-DPTDPTTCMD NRGB→D Ground Truth

Figure 8. Qualitative comparison of the baseline monocular methods, and our approach with a DPT [32] backbone. We visualize consis-
tency as variation in the cyan slice along the temporal dimension. Our method is more consistent, and captures finer spatial details.

latter having been used for dynamics filtering [20, 26, 55].
Table 4 show how ablating each stage affects the perfor-
mance of our method. For No Temporal Fusion we set
α = 0 in Eq. 1; No Spatial Fusion uses dto = dtf ; and No
Global PC does not use a global point cloud, using the re-
projected points from frame t−1 only. The temporal fusion
stage has the strongest effect on consistency and accuracy.
Setting α = 0 effectively averages the frames via Eq. 2
yielding temporally smooth — albeit erroneous — output.
Hence, the drop in TCC but the lower OPW error as the lat-
ter is minimized when depth variance across frames is low.

6. Conclusion

We presented a method for temporally consistent video
depth estimation in online settings. Our approach uses a
global point cloud, and learnt image-space fusion to encour-
age consistency and preserve accuracy. While we assumed

camera poses and the scale of monocular depth was known,
these can also be computed using a point cloud alignment
algorithm such as Iterative Closest Point (ICP) [13, 29], or
any visual SLAM system [10]. In the interest of generality,
our method does not assume any particular depth-estimation
algorithm. But the results may be improved by conditioning
the estimation of dt on the reprojected depth dtp. Further-
more, while our approach does not utilize the second view
in stereo settings, it may be possible to exploit left-right
view consistency in addition to temporal consistency [6].
We leave these directions for future work.
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