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Abstract

Sequence generation models have recently made signif-
icant progress in unifying various vision tasks. Although
some auto-regressive models have demonstrated promising
results in end-to-end text spotting, they use specific detec-
tion formats while ignoring various text shapes and are
limited in the maximum number of text instances that can
be detected. To overcome these limitations, we propose
a UNlIfied scene Text Spotter, called UNITS. Our model
unifies various detection formats, including quadrilater-
als and polygons, allowing it to detect text in arbitrary
shapes. Additionally, we apply starting-point prompting to
enable the model to extract texts from an arbitrary start-
ing point, thereby extracting more texts beyond the num-
ber of instances it was trained on. Experimental results
demonstrate that our method achieves competitive perfor-
mance compared to state-of-the-art methods. Further anal-
ysis shows that UNITS can extract a larger number of texts
than it was trained on. We provide the code for our method
at https://github.com/clovaai/units.

1. Introduction

End-to-end scene text spotting, which can jointly de-
tect and recognize text from an image at once, has recently
gained significant attention. This work has practical appli-
cations in various fields such as visual navigation, visual
question answering, and document image understanding.

In this paper, we formulate scene text spotting as a se-
quence generation task. This approach casts the vision task
as a language modeling task conditioned on the image and
text prompt [6,7,27,38]. By formulating the output as a se-
quence of discrete tokens, the vision task can be performed
by generating a sequence through an auto-regressive trans-
former decoder. Recent studies have attempted to integrate
various tasks into an auto-regressive model, including text
spotting. SPTS [28] treated all detection formats as the sin-

*Corresponding author.
“This work was done while the authors were at Naver Cloud.

(b) Bounding box format.

(a) Single central point format.

(c) Quadrilateral format. (d) Polygonal format.

Figure 1. Various types of detection formats. The green line rep-
resents the boundary shape of the detection format, and the red dot
represents the points used for the corresponding format.

gle central point and predicted the coordinate tokens of the
central point and word tokens auto-regressively. However,
there are several challenges associated with applying the se-
quence generation approach directly to scene text spotting.

As illustrated in Fig. 1, there are various methods to indi-
cate the location and boundaries of text instances, and each
method has its own trade-offs in terms of annotation costs
and potential applicability. For instance, a single central
point or bounding box annotation has a relatively low anno-
tation cost and is appropriate when the detailed shape infor-
mation is not necessary. However, in many fields where text
spotting is applied, handling text location information as
only a single point might be insufficient. As shown in Fig. 2,
in the scene text editing [17,32], which converts the text in
the image to desired text while preserving the text style, de-
tailed text shape extraction is required. Therefore, for such
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(a) Original image.

(b) Result of image translation.

Figure 2. Example of image translation using scene text editing.

tasks, outputting text location information in quadrilateral
or polygonal formats beyond a single point is necessary.
Similarly, in visual document understanding, which utilizes
optical character recognition as a pre-processing step, more
detailed detection information of texts could be useful. In
summary, since each detection format has its own trade-
offs, it is better to cover all detection formats instead of
relying on only one.

Also, conventional sequence generation models have a
limitation in terms of generating sequences longer than the
maximum length the model has been trained on. This limi-
tation is particularly problematic for scene text spotting, as
it requires generating more points than bounding boxes and
generating text transcriptions in addition to object classes.
For text-rich images such as documents, this limitation be-
comes a bottleneck in extracting all the texts.

To address these challenges in applying the sequence
generation method to text spotting, we propose a novel end-
to-end UNIfied scene Text Spotter, called UNITS, which
aims to overcome these limitations. We unify various de-
tection formats, such as quadrilateral and polygon, into the
model, allowing it to detect arbitrary-shaped text areas. This
approach enables the model to learn different annotation
formats together using a single unified model, and it can
extract all detection formats. We use prompts to unify var-
ious detection formats, enabling a single model to predict
the coarse or fine-grained location information of text in-
stances.

Moreover, we introduce starting-point prompting, which
enables the model to extract texts from arbitrary starting
points, allowing it to generate longer sequences than the
maximum decoding length. This approach enhances the
model’s efficiency and enables it to extract more text than
the number of text boxes it has been trained on.

In addition, we employ a multi-way transformer decoder
from the mixture-of-experts (MoE) [4,9,37]. This decoder
separates each time stamp into detection and recognition,
allowing the model to converge faster by guiding the model
to generate a detection or a recognition token and assigning

an expert accordingly. Each block of the multi-way trans-
former consists of shared attention modules and two task
experts: detection and recognition experts.

Experimental results demonstrate that our proposed
method achieves competitive performance on text spotting
benchmarks while extracting texts in various detection for-
mats using a single unified model.

Our main contributions are:

* We propose a novel sequence generation-based scene
text spotting method that can extract arbitrary-shaped
text areas by unifying various detection formats.

* Our model can extract more texts than the decoder
length allows using the starting-point prompt, which
generalizes the model to spot more texts than it has
been trained on.

» Experimental results demonstrate that our method
achieves competitive performance on text spotting
benchmarks and provides additional functionalities

2. Related Work

Text Spotting. The text spotting that detects and rec-
ognizes text at once has recently attracted a lot of atten-
tion. Many studies improved the performance by learn-
ing the detector and recognizer simultaneously [3, 10, 12,
15,16,18,22,23,28,29, 36, 39], rather than separately [5,
19, 20, 33]. Rosetta++ [5] detected text in the form of a
bounding box. Some methods [19, 22, 40] treated text lo-
cation information with the quadrilateral format and de-
tected inclined text beyond horizontal text. For arbitrary-
shaped text detection, some works used parametric Bezier
curve representations [23, 24, 39]. The segmentation-based
method [18,21,29,29] can handle all text instances of var-
ious shapes, however, there is a disadvantage that it needs
complex post-processing such as connected components fil-
tering. Some methods [2, 3, 10, 18,29, 36] used character-
level as well as word-level annotations. It enables the de-
tection of arbitrarily-shaped texts, however, character-level
annotation is expensive and it requires post-processing like
word grouping.

Recently, there were also attempts to develop a model
that can deal with various detection formats. DEER [15]
recognized words by guiding text instance location as a sim-
ple single reference point without Rol cropping. TTS [16]
proposed a weakly supervised learning method that makes
the box, and mask predictors lightweight and treated various
types of annotation formats while sharing the backbone and
encoder. SwinTextSpotter [12] and MaskTextSpotter [18]
also used separated task-specific heads corresponding to
different annotation formats. Although the backbone and
encoder are shared in these works, the task-specific heads
are separated by detection formats so the proposed method
is a more strictly unified approach. The proposed method
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Figure 3. Pipeline of the proposed text spotting method. The information of each instance in the sequence consists of the detection format
token, coordinate tokens for detection, and text transcriptions. Coordinate tokens are generated according to the desired detection format.
The model sequentially detects and recognizes only text instances located after a specific location determined by the starting-point prompt.

can learn different annotation types at once and extract the
location information of the texts into the desired detection
formats.

Sequence Generation-based Approach. Recently, for vi-
sion tasks, the methods to apply the seq2seq approach used
in NLP have been studied. Instead of designing a model
specific to the vision task, this approach uses a simple trans-
former encoder and decoder structure and performs the task
by predicting sequence. Pix2seq [0] was the first attempt at
this approach, it showed that objects can be detected well
even in random order without any matching algorithm like
Hungarian matching. UniTAB [38] performed multi-task
learning of vision language tasks such as object detection,
captioning, and visual question answering by utilizing the
method of guiding tasks through task prompts like TS [30].
Unified-10 [27] further jointly trained various vision lan-
guage tasks including image generation by using the uni-
fied input/output formats for all tasks. The generation-based
methods can unify various tasks and modalities in simple
transformer encoder-decoder architecture.

There was a study in which a sequence generation-based
method has been applied for text spotting. SPTS [28]
treated all location information as the central point and
predicted the coordinate tokens of the central point and
word transcription tokens auto-regressively. This method
showed that single point location and transcription for text
instances are well generated, however, it can not handle the
more complex detection formats. Also, it has the limita-
tions about decoder length that common sequence gener-
ation methods have. This method cannot handle the case
where the number of objects is larger than the number of ob-
jects allowed by the decoder length. The proposed method

can handle the various types of detection formats through
prompts and can extract texts beyond the number of text in-
stances that have been trained.

3. Method

We propose an end-to-end scene text spotting method,
named UNITS, which is based on a unified interface that
handles various text detection formats and determines the
starting point of text to extract. The overall pipeline is
shown in Fig. 3. The details of the unified interface are
described in 3.1, while the architecture of the proposed
method, including the multi-way transformer decoder and
objective function, is presented in 3.2.

3.1. Unified Interface for Text Spotting

The sequence construction method of UNITS follows re-
cent methods [6,7,27,28,38]. The location and transcription
of text instances are converted into discrete tokens through
tokenization and concatenated in each instance. As the loca-
tion token, the x, y coordinates of the point are normalized
to the width and height of the image, and then quantized to
[0, npins]- The bin size np;,s means the number of coordi-
nate vocab, we set the bin size as 1,000.

Given the significant differences in detection formats,
existing methods use task-specific heads. To handle vari-
ous format types with only a single model, we introduce a
new sequence interface by adding prompts for each text in-
stance. Before generating the output of each text instance,
the model determines the shape of the text area to be ex-
tracted through a prompt. This prompt named detection
format token is fed as input, and the model can extract

15225



the text instance in the desired format corresponding to the
prompt. As shown in Fig. 3, when predicting texts in the
form of the polygon, we insert the detection format token
<poly> before location tokens, and when treating bound-
ing box-shaped instances, we insert the detection format to-
ken <bbox>. After the detection format token, location
information is extracted according to this format, and text
transcription is generated next.

If there are more text instances in the image than the

number of instances determined by the decoder length, it
can cause a problem where the sequence generation model
cannot detect and recognize all texts in the image. To over-
come this problem, we introduce starting-point prompting,
which can guide the image region where text should be de-
tected and can extract texts beyond the number of text in-
stances that the model has been trained on.
Detection Format Token. The use of detection format to-
kens enables a single model to handle multiple detection
formats using a shared vocabulary. The special tokens and
the resulting output sequence are illustrated in Fig. 4. There
are five texts, and they are arranged in a 1D sequence using
raster scan order as ‘OLD’, ‘MILL’, ‘RECEPTIO’, ‘HO-
TEL’, and ‘MOTEL’. For each text instance, the detection
format token determines whether it should be represented
as a bounding box or another format, such as a polygon or a
single point. In the second turn, the detection format token
corresponding to the box annotation is used, resulting in the
extraction of the ‘MILL’ instance as a bounding box.

In this paper, we use a total of four detection format to-
kens: central point, bounding box, quadrilateral, and polyg-
onal formats. The central point, bounding box, quadrilat-
eral, and polygonal formats are expressed as 1, 2, 4, and 16
points, respectively, and the length of transcriptions is fixed
at 25. When constructing transcription tokens, if the text
length exceeds 25, the excess part is removed, while if the
text length is shorter, it is padded. Through this sequence
construction configuration, we propose a unified interface
that can handle multiple detection formats simultaneously.
Starting-Point Prompting. Multiple text instances are
generated in raster scan order, and sequence generation is
guided by the starting-point prompt. Thus, UNITS can read
texts from a specific location in raster scan order by giving
a specific starting point. This makes it possible to detect
a large number of texts, such as texts in a document, even
with a limited decoder length.

As shown in Fig. 5, only texts located after the starting
point are detected and recognized in raster scan order. This
strategy teaches the model to detect text instances from an
arbitrary starting point while ignoring the text instances be-
fore the starting point. The starting-point prompt composes
of the z, y coordinates of the point. When testing, first we
set the starting point as the top-left point of the image, then
a sequence of text instances in front is first generated. If

Input Image Annotation
RECEPTIO “MILL Formats Coords Transcriptions
Single X1,¥1 OLD<PAD>,...
Bbox X1,¥1,X2,¥2 MILL<PAD>,...
Quad X1,¥1,..,X4,Y4 RECEPTIO<PAD>,...
Poly X1,V1, ... HOTEL<PAD>,...
Single X1,¥1 MOTEL<PAD>,...
Unified Interface
<starting> x y <GO> <EOS>
T L )
Starting- point X3 y1 O L D <PAD> .. SEULSICEDRIEALS
point
prompting bbox X1 y1 Xo Y2 M I L L <PAD> .. <PAD>
quad X1 ¥1 X494 R EC E P T I O ..<PAD>
poly x1 y1 x16y16 H O T E L .. <PAD>

point X3 Y1 M O T E L <PAD> ..
[E—

I- Detection format tokens

Figure 4. Illustration of unified interface for text spotting.

the generated output sequence does not end with an <eos>
token, our method sets the starting point as the last detected
text position in the previous step, then continues and enables
the re-generation of a text sequence corresponding to the
remaining objects. By repeating this process until <eos>
token appears, the model is able to cover whole images in
raster scan order, and all texts in the image can be detected
and recognized by concatenating parts of texts. In the train-
ing step, the starting point in the image is set randomly so
that the model learns the ability to detect text instances from
the arbitrary starting point in the image.

3.2. Architecture and Objective

Architecture. Our model follows a basic encoder-decoder
structure, where the text spotting task is cast as a language
modeling task conditioned on the image, similar to conven-
tional approaches [6,7,27,28,38]. For encoding the raw
image, we use the Swin Transformer [25] as the image en-
coder. To generate the text sequence, we use a Transformer
decoder that generates one token at a time conditioned on
the previous tokens and encoded image features.
Multi-way Decoder. We use a multi-way transformer de-
coder to handle the learning of multiple detection formats
simultaneously. Since each detection format has a differ-
ent number of location tokens, learning multiple formats
with varying patterns in the sequence is a more challeng-
ing task than learning a single format with a fixed pattern.
The multi-way decoder uses strong supervision by indicat-
ing whether it is time to generate detection or recognition
tokens, thus helping to alleviate the difficulty of our model.
Each block of the multi-way transformer decoder con-
sists of shared attention modules and two task experts: the
detection expert and the recognition expert. When gener-
ating the sequence, our model generates detection informa-
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Figure 5. Illustration of starting-point prompting. In the training
step, the model learns the ability to extract texts after a randomly
selected starting point. In the testing step, the model extracts all
texts by using multiple prompts.

tion for text instances first, followed by transcription infor-
mation. This allows the two tasks to be separated by the
time stamp of the sequence. Each feedforward neural net-
work (FFN) expert helps the single unified model to focus
on detection and recognition, respectively.

Objective. Since UNITS predicts tokens through a decoder
without a task-specific head, we train the model with a stan-
dard cross-entropy loss. At each time stamp j, the model
aims to maximize the likelihood of the target tokens 4 given
the input image I and previously generated tokens y;.;_1:

N
L= _ij IOgP(:[]j ‘ I7y1:j71)7 (1)

j=1

where y and y denote the input and target sequence, respec-
tively, and NV is the sequence length of sequence. Also,
wj is the weight value for the j-th token, O is assigned at
prompt token to exclude it from the loss calculation, and 1
is assigned for the remaining tokens.

4. Experiments
4.1. Dataset

We use the following datasets for the experiments:
Curved SynthText [24] is a synthetic dataset consisting of
94,723 images including mostly straight texts and 54,327
images including curved texts. It is annotated in bezier an-
notation formats. ICDAR 2013 [14] is a scene text dataset
containing most of the well-captured and horizontal texts,
annotated in bounding box formats. It contains 229 train
and 233 test images. ICDAR 2015 [13] is a scene text
dataset containing inclined texts, including 1,000 train and
500 test images. It is annotated in quadrilateral formats.
MLT 2019 [!] is a dataset containing 10,000 train and
10,000 test images. It contains texts from a total of 7 lan-
guages and is annotated in quadrilateral formats. Total-
Text [8] is a dataset including arbitrary-shaped texts. All
are annotated in quadrilateral or polygonal formats and it
contains 1,255 train and 300 test images. TextOCR [34]
is a relatively recently published dataset to benchmark text
recognition. All images are annotated in quadrilateral or
polygonal formats, and it is composed of 21,749 train,
3,153 validation, and 3,232 test images. HierText [26] is
a most recently published dataset featuring hierarchical an-
notations of text in natural scenes and documents. It is an-
notated in polygonal or quadrilateral annotation formats. It
contains 8,281 train, 1,724 validation, and 1,634 test sets.

4.2. Implementation Details

We use Swin-B [25] as the visual encoder of UNITS.
The layer numbers and window size are set to {2, 2, 18, 2}
and 7, respectively. We use the initial model pre-trained by
ImageNet 22k dataset. For the decoder of UNITS, we use 8
transformer decoder layers. The maximum length in the de-
coder is set as 1024, and the decoder weights are randomly
initialized.

The model is first pre-trained on a combination of
datasets including Curved SynthText, ICDAR 2013, IC-
DAR 2015, MLT 2019, Total-Text, TextOCR, and HierText.
To ensure the model can learn all detection formats well,
40% of the annotations are randomly converted into bound-
ing box or central point formats. We use a batch size of 128,
and the model is pre-trained for 300k steps, with initial 10k
warm-up steps. We use AdamW optimizer with a cosine
learning rate scheduler, and set the learning rate as 3e~*
and the weight decay is set to 1e~*. For data augmentation,
we apply random rotation, random resize between 30% and
200%, random crop, and color jitter. The image is resized to
768 <768 after being padded in a square shape. After pre-
training, the model is fine-tuned on the same combination of
datasets used in pre-training for 120k steps. We use a batch
size of 16 and set the input image resolution as 1920x1920.
In fine-tuning, the AdamW optimizer with cosine learning
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Detection End-to-End

Method

Recall Precision F-measure Strong Weak Generic None
CRAFTS [3] 85.3 89.0 87.1 83.1 82.1 74.9 -
MaskTextSpotter v3 [18] - - - 83.3 78.1 74.2 -
ABCNet v2 [23] 86.0 90.4 88.1 82.7 78.5 73.0 -
MANGO [29] - - - 85.4 80.1 73.9 -
DEER [15] 86.2 93.7 89.8 82.7 79.1 75.6 71.7
SwinTextSpotter [12] - - - 83.9 77.3 70.5 -
TESTR [39] 89.7 90.3 90.0 85.2 79.4 73.6 65.3
TTS [106] - - - 852 817 77.4 -
GLASS [31] - - - 84.7 80.1 76.3 -
UNITSshared 90.5 93.6 92.0 88.4 839 79.7 78.5
UNITS 91.0 94.0 92.5 89.0 84.1 80.3 78.7

Table 1. Experiment results on ICDAR 2015. “Strong”, “Weak”, “Generic”, and “None” represent recognition with each lexicon respec-

tively.
Method Detection  End-to-End
F-measure None Full
CRAFTS [3] 87.4 78.7 -
MaskTextSpotter v3 [18] - 712 784
ABCNet v2 [23] 87.0 704  78.1
MANGO [29] - 729 83.6
DEER [15] 85.7 74.8 833
SwinTextSpotter [12] 88.0 743  84.1
TESTR [39] 86.9 733 839
TTS [16] - 75.6 844
GLASS [31] - 76.6  83.0
UNITSshared 88.4 773 85.0
UNITS 89.8 78.7 86.0

Table 2. Experiment results on Total-Text. “Full” and “None”
represent recognition with each lexicon respectively.

Method End-to-End
Strong Weak Generic
SPTS [28] 71.5 70.2 65.8
UNITSsharea — Point 89.9 84.1 79.3
UNITSshared — Box 90.1 84.5 79.3
UNITSgshared — Quad 89.9 84.5 79.5

UNITSshared — Polygon 89.4 84.0 79.0

Table 3. The end-to-end recognition performance evaluated by the
point-based metric [28] on ICDAR 2015.

rate scheduler is used with the learning rate 1.2¢~*. Addi-
tionally, since minor annotation rules are different for each
dataset, we fine-tune one more model for each benchmark

dataset. Each model is fine-tuned for 20k steps with a fixed
learning rate 3¢~°, and we report the results of unified and
dataset-specific models.

4.3. Results on Text Spotting Benchmarks

We evaluate the performance of UNITS and existing
methods on ICDAR 2015 and Total-Text datasets. For IC-
DAR 2015, we directly predict quadrilaterals and for Total-
Text, we use 16-point polygons. Both detection and end-to-
end results are reported in Tab. 1 and Tab. 2. For ICDAR
2015, we use “strong”, “weak”, and “generic” dictionaries,
and also evaluate “None” that doesn’t use any dictionary.
For Total-Text, we show the results that are “Full” with a
lexicon and “None” without any lexicon. UNITS gpareq 18
the unified model, and the other is the model which is fine-
tuned on each dataset.

On both benchmark datasets, the proposed method
shows state-of-the-art performance for all vocabularies in
the end-to-end evaluation protocol. We confirm that our
method is a competitive method compared to the existing
methods for both quadrilateral and polygonal output for-
mats. Some qualitative results are shown in Figs. 6 and 7,
where the unified model UNITSspaeq €xtracted texts in the
desired detection formats.

In addition, we compare the proposed method with the
previous study SPTS [28], which is also a sequence gener-
ation method that only handles the single central point for-
mat. SPTS proposed a point-based evaluation metric for
evaluating single central point output, and we use the same
metric for performance evaluation. The evaluation results
are shown in Tab. 3. Besides single point output, UNITS
also can output in the box, quadrilateral, and polygonal for-
mats. To show the end-to-end spotting performance of all
output formats, we calculate the central point for all output
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Figure 7. Prediction examples of our unified model. The proposed model can extract text in several detection formats with a single model.

formats and measure the performance with the point-based
metric. It shows better performance than the existing SPTS
for all detection formats, including central points. The ex-
perimental results for other benchmark datasets are shown
in the supplementary material.

4.4. Ablation studies

We conduct ablation experiments on ICDAR 2015,
Total-Text, and TextOCR to evaluate the effectiveness of the
proposed method. These experiments do not use a lexicon
and follow the end-to-end evaluation protocol.

Image Encoder. We compare the swin transformer with
the hybrid transformer, which is a combination of ResNet-
50[11] and vanilla transformer [35], as image encoders. For
the swin transformer, we resize the longer side of the input
image to 1920 during both training and inference. However,
the computational complexity of self-attention is quadratic
to the image size, which leads to memory issues when train-
ing a hybrid transformer at high resolution. Therefore, we
set the longer side of the input image as 1280 when using
the hybrid transformer. The experimental results are shown

ICDAR 2015  Total-Text
Method

DET E2E DET E2E
Hybrid transformer 89.6 65.6 859 67.4
Swin transformer 920 785 884 773

Table 4. Ablation study of the image encoder on ICDAR 2015 and
Total-Text. A window attention-based swin transformer capable
of high-resolution training and testing shows better performance
than the hybrid transformer.

Starting-Point Prompt End-to-End
Precision Recall F-measure
- 78.4 30.6 44.0
v 80.2 54.2 64.7

Table 5. Ablation study of the starting-point prompting on Tex-
tOCR. The starting-point prompting enables UNITS to extract a
large number of text instances even with a limited decoder length.
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End-to-End

Decoder Length
Precision Recall F-measure
1024 80.2 54.2 64.7
512 78.2 53.7 63.7
256 76.8 51.8 61.8

Table 6. Performance of UNITS on TextOCR with different de-
coder lengths. The starting-point prompting works robustly re-
gardless of decoder length, allowing UNITS to detect more text
instances than the decoder length allows.

ICDAR 2015 Total-Text
DET E2E DET E2E

Vanilla decoder 7377 391 761 451
Multi-way decoder 75.1 40.7 78.9 47.7

Method

Table 7. Ablation study of the multi-way decoder on ICDAR 2015
and Total-Text. Both detection and end-to-end performance in-
crease when a multi-way decoder is applied.

in the Tab. 4. In particular, the hybrid transformer shows
lower performance. We confirm that a high-resolution input
image is essential for small text detection and recognition,
and for this, the swin transformer, which has linear compu-
tational complexity to the image size, is a better choice than
a vanilla transformer.

The Starting-Point Prompting. The proposed method can
detect and recognize more text instances than the maximum
number of instances allowed by the decoder length through
the starting-point prompting. To demonstrate this effect, we
perform an ablation study by comparing the performance
of UNITS with and without the starting-point prompt. We
conduct the experiment on the TextOCR dataset, which con-
tains a relatively large number of texts, and evaluate the
model using the point-based metric proposed in [28]. In
the experiment, we predict a single central point, so the
method without using the prompt is similar to the existing
method [28]. The results are shown in Tab. 5, where we ob-
serve that starting-point prompting significantly improves
the recall of the model, as it can detect more instances be-
yond the maximum sequence lengths. To test the robustness
of starting-point prompting, we also evaluate UNITS un-
der three different decoder lengths and compare the results.
We present the performance in Tab. 6 and confirm that the
starting-point prompting method works robustly regardless
of the decoder length.

As shown in Fig. 8, starting-point prompting continu-
ously detects and recognizes objects even with a limited de-
coder length, by taking the starting point as the location of
the last detected text instance. In contrast, existing sequence
generation-based methods [28] have a limitation in extract-

(a) The existing method [28]. (b) Proposed method.

Figure 8. Visualization results of the existing sequence generation-
based method [28] and our method. Our method overcomes the
limitations of existing methods by using the starting-point prompt.

ing a large number of texts. Our method alleviates this lim-
itation and allows the extraction of texts beyond the number
of text boxes that have been trained on.

Multi-way Transformer Decoder. We adopt a multi-way
transformer decoder structure in which detection and recog-
nition FFN experts are separated to improve the detection
and recognition performance of UNITS. To verify the ef-
fectiveness of the multi-way transformer decoder structure,
we compare it with the vanilla transformer decoder. In this
ablation study, we use a hybrid transformer as a baseline
encoder and train both models from scratch with a longer
side of the input image of 768, and test them with an image
size of 1280. The results in Tab. 7 demonstrate that both the
detection and end-to-end performance are improved when
the multi-way decoder is applied. We hypothesize that the
multi-way decoder converges faster by determining in ad-
vance whether it is the turn to generate a detection token
or a recognition token and assigning an expert FEN accord-

ingly.

5. Conclusions

In this paper, we have presented a novel end-to-end scene
text spotting method that unifies various detection formats
to extract arbitrary-shaped text areas. To handle multi-
ple detection formats simultaneously, we employ a multi-
way transformer decoder, and the starting-point prompting
strategy enables our model to extract a larger number of
texts than seen in training data. Experimental results show
that our method achieves competitive results on benchmark
datasets, outperforming text-spotting-specific models even
with a simple sequence generation model. The success of
our method suggests its potential applicability in other vi-
sion tasks, such as object detection or segmentation.
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