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Abstract

Deep neural networks are susceptible to adversarial at-
tacks due to the accumulation of perturbations in the fea-
ture level, and numerous works have boosted model robust-
ness by deactivating the non-robust feature activations that
cause model mispredictions. However, we claim that these
malicious activations still contain discriminative cues and
that with recalibration, they can capture additional use-
ful information for correct model predictions. To this end,
we propose a novel, easy-to-plugin approach named Fea-
ture Separation and Recalibration (FSR) that recalibrates
the malicious, non-robust activations for more robust fea-
ture maps through Separation and Recalibration. The Sep-
aration part disentangles the input feature map into the
robust feature with activations that help the model make
correct predictions and the non-robust feature with activa-
tions that are responsible for model mispredictions upon
adversarial attack. The Recalibration part then adjusts
the non-robust activations to restore the potentially useful
cues for model predictions. Extensive experiments verify
the superiority of FSR compared to traditional deactivation
techniques and demonstrate that it improves the robustness
of existing adversarial training methods by up to 8.57%
with small computational overhead. Codes are available
at https://github.com/wkim97/FSR.

1. Introduction
Despite the advancements of deep neural networks

(DNNs) in computer vision tasks [2,10,20,39], they are vul-
nerable to adversarial examples [19,43] that are maliciously
crafted to subvert the decisions of these models by adding
imperceptible noise to natural images. Adversarial exam-
ples are also known to be successful in real-world cases,
including autonomous driving [17] and biometrics [27, 41],
and to be effective even when target models are unknown
to the attacker [26, 31, 43]. Thus, it has become crucial to
devise effective defense strategies against this insecurity.

To this end, numerous defense techniques have been pro-
posed, including defensive distillation [38], input denois-
ing [30], and attack detection [36, 54]. Among these meth-

ods, adversarial training [19, 33], which robustifies a model
by training it on a set of worst-case adversarial examples,
has been considered to be the most successful and popular.

Even with adversarial training, however, small adversar-
ial perturbations on the pixel-level accumulate to a much
larger degree in the intermediate feature space and ruin the
final output of the model [50]. To solve this problem, re-
cent advanced methods disentangled and deactivated the
non-robust feature activations that cause model mispredic-
tions. Xie et al. [50] applied classical denoising techniques
to deactivate disrupted activations, and Bai et al. [4] and
Yan et al. [55] deactivated channels that are irrelevant to
correct model decisions. These approaches, however, in-
evitably neglect discriminative cues that potentially lie in
these non-robust activations. Ilyas et al. [22] have shown
that a model can learn discriminative information from non-
robost features in the input space. Based on this finding, we
argue that there exist potential discriminative cues in the
non-robust activations, and deactivating them could lead to
loss of these useful information that can provide the model
with better guidance for making correct predictions.

For the first time, we argue that with appropriate adjust-
ment, the non-robust activations that lead to model mis-
predictions could recapture discriminative cues for correct
model decisions. To this end, we propose a novel Feature
Separation and Recalibration (FSR) module that aims to
improve the feature robustness. We first separate the in-
termediate feature map of a model into the malicious non-
robust activations that are responsible for model mispre-
dictions and the robust activations that still provide useful
cues for correct model predictions even under adversarial
attacks. Exploiting only the robust feature just like the ex-
isting methods [4, 50, 55], however, could lead to loss of
potentially useful cues in the non-robust feature. Thus, we
recalibrate the non-robust activations to capture cues that
provide additional useful guidance for correct model deci-
sions. These additional cues can better guide the model to
make correct predictions and thus boost its robustness.

Fig. 1 visualizes the attention maps [40] on the features
of natural images by a naturally trained model (fnat) and
the robust (f+), non-robust (f−), and recalibrated features
(f̃−) on adversarial examples (x′) obtained from an adver-
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Figure 1. Visualization of attention maps [40] on the features of
natural images on a naturally trained model (fnat) and the robust
(f+), non-robust (f−), and recalibrated features (f̃−) of adver-
sarial examples (x′) obtained from an adversarial training [33]
model equipped with our FSR module on CIFAR-10 dataset. The
robust feature captures discriminative cues regarding the ground
truth class, while the non-robust feature captures irrelevant cues.
To further boost feature robustness, we recalibrate the non-robust
feature (f− → f̃−) and capture additional useful cues for model
predictions. Adversarial images x′ are upscaled for clearer visual
representations.

sarial training [33] model equipped with our FSR module.
Given an adversarial example, while the non-robust fea-
ture (f−) captures cues irrelevant to the ground truth class,
the robust feature (f+) captures discriminative cues (e.g.,
horse’s leg). Our FSR module recalibrates the non-robust
activations (f− → f̃−), which are otherwise neglected by
the existing methods, and restores additional useful cues not
captured by the robust activations (e.g., horse’s body). With
these additional cues, FSR further boosts the model’s ability
to make correct decisions on adversarial examples.

Thanks to its simplicity, our FSR module can be easily
plugged into any layer of a CNN model and is trained with
the entire model in an end-to-end manner. We extensively
evaluate the robustness of our FSR module on benchmark
datasets against various white-box and black-box attacks
and demonstrate that our approach improves the robustness
of different variants of adversarial training (Sec. 4.2) with
small computational overhead (Sec. 4.4). We also show
that our approach of recalibrating non-robust activations is
superior to existing techniques [4, 50, 55] that simply deac-
tivate them (Sec. 4.2). Finally, through ablation studies, we
demonstrate that our Separation stage can effectively dis-
entangle feature activations based on their effects on model
decision and that our Recalibration stage successfully re-
captures useful cues for model predictions (Sec. 4.3).

In summary, our contributions are as follow:

• In contrast to recent methods that deactivate distorted
feature activations, we present a novel point of view

that these activations can be recalibrated to capture
useful cues for correct model decisions.

• We introduce an easy-to-plugin Feature Separation
and Recalibration (FSR) module, which separates
non-robust activations from feature maps and recali-
brates these feature units for additional useful cues.

• Experimental results demonstrate the effectiveness of
our FSR module on various white- and black-box at-
tacks with small computational overhead and verify
our motivation that recalibration restores discrimina-
tive cues in non-robust activations.

2. Related Works
2.1. Adversarial Training as Adversarial Defense

Adversarial training guides a model to be robust against
adversarial attacks by training it with adversarially gener-
ated data and has been widely considered as one of the most
effective defense strategies. It solves the following minimax
optimization problem:

min
θ

E(x,y)∼D

[
max

δ
Lcls(Fθ(x+ δ), y)

]
, (1)

where Fθ is a model parameterized by θ, x is a natural im-
age with label y from dataset D, δ is a perturbation bounded
within the ℓp-norm of magnitude ϵ such that ∥δ∥p ≤ ϵ, and
Lcls(·, ·) represents the classification loss. The inner max-
imization aims to find the strongest possible perturbation δ
that maximizes the classification loss, and the outer mini-
mization learns the model to minimize the loss with respect
to the worst-case adversarial examples. To optimize the in-
ner maximization, Goodfellow et al. [19] used the Fast Gra-
dient Sign Method (FGSM), and Madry et al. [33] used the
Projected Gradient Descent (PGD) attack.

Many variants of adversarial training have also been
studied in recent years. ALP [25] reduced the distance
between the logits from a natural image and its adversar-
ial counterpart. TRADES [57] decomposed the prediction
error on adversarial examples into the natural error and
the boundary error to improve both robustness and accu-
racy. MART [47] additionally considered misclassified ex-
amples during training. Inspired by curriculum learning [5],
CAT [7] and FAT [58] trained models with increasingly
stronger adversarial examples to improve generalization.
SEAT [45] proposed a self-ensemble method that combines
the weights of different models through the training pro-
cess, and S2O [24] applied the second-order statistics to the
model weights to improve adversarial training robustness.
Thanks to its simplicity, our method can be easily plugged
into any of these adversarial training methods to further im-
prove their robustness.

8184



𝑓𝑓

Se
pa

ra
tio

n 𝑓𝑓+

𝑓𝑓− 𝑓𝑓−

Re
ca

lib
ra

tio
n 𝑓𝑓

Feature Separation & Recalibration (FSR)

𝑥𝑥

Ba
ck

bo
ne

La
ye

rs

Su
bs

eq
ue

nt
 

La
ye

rs

FS
R …

(a) Overview

𝑅𝑅

𝑚𝑚−

𝑓𝑓−𝑓𝑓− ℒ𝑟𝑟𝑠𝑠𝑐𝑐

𝑆𝑆
𝑚𝑚+

𝑚𝑚−

𝑓𝑓−

𝑓𝑓+

𝑓𝑓

ℒ𝑐𝑐𝑠𝑠𝑠𝑠

ℒ𝑐𝑐𝑠𝑠𝑠𝑠

(b) Separation
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Figure 2. (a) Overview of the Feature Separation and Recalibration module. During the (b) Separation stage, we disentangle the input
feature f into the robust feature f+ and the non-robust feature f− by applying the learnable positive mask m+ and the negative mask m−,
respectively. Then, during the (c) Recalibration stage, we recalibrate the activations of f− into f̃− to restore the useful cues for correct
model predictions. Finally, we combine the recalibrated feature and the robust feature to obtain the output feature f̃ and pass it down to
subsequent layers of the model.

2.2. Adversarial Defense on Feature Space

In a parallel line of research, it has been found that some
prior models learn non-robust features from the dataset [22]
and that input perturbations of adversarial examples are of-
ten accumulated through intermediate layers to misguide
the final prediction [50]. To solve these problems, several
works tried to learn robust feature representations by mod-
ifying the network structure or applying regularizations.
Galloway et al. [18], Benz et al. [6], and Wang et al. [46]
studied the adversarial vulnerability from the perspective of
batch normalization. Dhillon et al. [14] applied pruning to a
random set of activations, especially those with small mag-
nitudes, and Madaan et al. [32] pruned out activations that
are vulnerable to adversarial attacks. Mustafa et al. [34]
proposed a class-wise feature disentanglement and pushed
the centers of each class from each other to learn more dis-
criminative feature representations.

There also have been attempts to reduce abnormalities
in the feature maps by explicitly manipulating the feature
activations. Xiao et al. [49] proposed k-Winner-Takes-All
activation to deactivate all feature units except for k units
with the largest magnitudes. Xu et al. [53] interpreted the
effects of adversarial perturbations on the pixel, image, and
network levels and masked out feature units sensitive to per-
turbations. Zoran et al. [59] applied attention mechanism
to emphasize important regions on the feature map. Xie
et al. [50] proposed Feature Denoising (FD) that applies
classical denoising techniques to deactivate abnormal acti-
vations. Bai et al. [4] and Yan et al. [55] studied the effects
of perturbations on the feature activation from the channel
perspective and proposed Channel Activation Suppression
(CAS) and Channel-wise Importance-based Feature Selec-

tion (CIFS), respectively, to deactivate the activation of non-
robust channels.

In contrast to these methods, we propose a recalibra-
tion strategy. Existing deactivation strategies simply dis-
card non-robust feature activations responsible for model
mistakes. Taking a step further, we adjust such activations
to instead recapture potentially discriminative cues and thus
boost model robustness.

3. Methods

While the distorted feature activations upon adversarial
attack are known to be responsible for model mispredic-
tions, we argue that with adjustment, we can recapture use-
ful cues for model predictions. To fully utilize such poten-
tially useful cues, we present a novel Feature Separation and
Recalibration (FSR) module (Fig. 2) that can restore these
cues through a separation-and-recalibration scheme. Dur-
ing the Separation stage, we disentangle the feature map
into the robust and non-robust features by masking out the
non-robust and robust activations, respectively. Then, dur-
ing the Recalibration stage, we recalibrate the activations of
the non-robust features such that they provide useful infor-
mation for correct model prediction. Thanks to its simplic-
ity, as shown in Fig. 2, FSR module can be inserted to any
layer of a model to improve its robustness. We elaborate on
the details of our FSR module in the following subsections.

3.1. Feature Separation

As compared to recent approaches [4, 50, 55] that robus-
tify feature maps by deactivating non-robust activations, we
aim to recalibrate them to restore potentially useful cues for
model predictions. To this end, during the Separation stage,
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we extract the non-robust activations to be recalibrated from
the input intermediate feature map. To determine which
activation is robust or non-robust, we introduce the Sepa-
ration Net S, which learns the robustness of each feature
unit. Given the intermediate feature map f ∈ RC×H×W as
input, where C, H , and W represent the channel, height,
and width dimensions of f , respectively, the Separation Net
outputs a robustness map r ∈ RC×H×W that represents a
robustness scores of the corresponding units of f , where a
higher score means a more robust feature activation.

In order to extract the non-robust feature, we disentangle
the feature map into the robust feature and the non-robust
feature in an element-wise manner based on the robustness
score. One way to achieve this goal is to apply to the fea-
ture map a binary mask b ∈ {0, 1}C×H×W generated based
on the robustness score. However, such discrete sampling is
non-differentiable [23] and discontinuous [52], which could
cause gradient masking that would give a false sense of ro-
bustness [3, 37].

To avoid such problem, we approximate a binary mask
b with a differentiable soft mask m ∈ [0, 1]C×H×W using
Gumbel softmax [23] such that:

m =
e((log (σ(r))+g1)/τ)

e((log (σ(r))+g1)/τ) + e((log (1−σ(r))+g2)/τ)
, (2)

where r is the robustness map, and σ is a sigmoid function
used to normalize the robustness map. g1 and g2 represent
the samples drawn from the Gumbel distribution such that
g = − log(− log(u)), where u ∼ Uniform(0, 1), and τ
is a temperature used to control the effects of g1 and g2.
Note that during inference, to avoid stochasticity from sam-
pling g1 and g2, we fix them as − log(− log(uc)), where
uc ∈ RC×H×W is the expected value of Uniform distri-
bution. By computing two-class Gumbel softmax between
the normalized robustness map and its inverted version, we
obtain a mask m with values close to 1 for high robust-
ness scores and values close to 0 for low robustness scores.
Then, to mask out the non-robust activations from the in-
put feature f and obtain the robust feature f+, we compute
element-wise product between the feature f and the posi-
tive mask m+ = m such that f+ = m+ ⊗ f . Similarly,
we obtain non-robust feature f− = m−⊗f by masking out
the robust activations with the negative mask m− = 1−m.

Without any guidance, however, the Separation Net may
not learn the correct robustness score for each activation.
To this end, we design an objective that guides the Separa-
tion Net to learn robustness scores specifically based on the
influence of feature activations on model making a correct
or incorrect prediction. We attach an MLP-based auxiliary
layer h that takes each of the two feature f+ and f− as in-
puts and outputs prediction scores p+ and p−, respectively.

Then, we compute the separation loss Lsep as follows:

Lsep = −
N∑
i=1

(yi · log(p+i ) + y′i · log(p−i )), (3)

where N is the number of classes, y is the ground truth la-
bel, and y′ is the label corresponding to the wrong class with
the highest prediction score from the final model output.
By training the auxiliary layer to make correct predictions
based on the activations that are preserved from the positive
mask m+, Lsep guides the Separation Net to assign high
robustness scores to units that help the auxiliary layer make
correct predictions. At the same time, we aim to disen-
tangle the highly disrupted activations that cause the model
to make mispredictions upon adversarial attack. Lsep also
guides the Separation Net to assign low robustness scores to
non-robust activations that are specifically responsible for
the most probable misprediction.

With Lsep, the Separation Net can effectively separate
the robust and the non-robust feature activations. Discard-
ing the non-robust activations is one way to improve feature
robustness; however, this approach would ignore potentially
useful cues that can be recaptured through recalibration (see
Sec. 4.3). In the following subsection, we discuss how we
recalibrate the disentangled non-robust activations to cap-
ture additional useful cues for improved feature robustness.

3.2. Feature Recalibration

Exploiting only the robust feature obtained through the
Separation stage just like recent techniques [4,50,55] could
lead to loss of potentially useful cues for model predictions
that could further boost model robustness. Therefore, for
the first time, we adjust the non-robust feature activations
to capture the additional useful cues during the Recalibra-
tion stage. We first introduce the Recalibration Net R that
takes the non-robust feature f− as input and outputs recal-
ibrating units that are designed to adjust the activations of
f− accordingly. To recalibrate the non-robust activations
designated by the robustness map, we apply the negative
mask m− to the recalibrating units. Finally, we compute
the recalibrated feature f̃− by adding the result to f−, i.e.,
f̃− = f− +m− ⊗R(f−).

The goal of the Recalibration stage is to make the non-
robust activations recapture cues that can help the model
make correct decisions. To guide the Recalibration Net to
achieve this goal, we again attach the auxiliary layer h after
the recalibrated feature f̃− and compute the recalibration
loss Lrec as follows:

Lrec = −
N∑
i=1

yi · log(p̃−i ), (4)

where p̃− is the output prediction score of the auxiliary
layer given f̃− as input. By training the same auxiliary layer
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to make correct decisions based on the recalibrated feature,
we guide the Recalibration Net to adjust the non-robust ac-
tivations such that they provide cues relevant to the ground
truth class. After the Recalibration stage, we add the ro-
bust feature f+ and the recalibrated non-robust feature f̃−

in an element-wise manner to obtain the output feature map
f̃ = f+ + f̃−, which is passed to subsequent layers of the
model. Through the Recalibration stage, we can capture ad-
ditional useful cues from the non-robust activations, which
are neglected in previous approaches.

3.3. Model Training

The proposed FSR module can be easily inserted to any
layer of a model and is trained with the entire model in an
end-to-end manner thanks to its simplicity. We can also
apply the proposed method with any classification loss Lcls

for different types of adversarial training [33, 47, 57], and
the overall objective function is as follows:

L = Lcls +
1

|L|
∑
l∈L

(
λsep · Ll

sep + λrec · Ll
rec

)
, (5)

where L represents the set of positions in which the FSR
module is inserted, and Ll

sep and Ll
rec each represents the

separation loss and the recalibration loss applied on the FSR
module at l-th layer. The hyperparameters λsep and λrec

are used to control the weights of Lsep and Lrec, respec-
tively. Addition of this simple FSR module can improve
the robustness of adversarial training methods against both
white-box and black-box attacks with small computational
overhead, as described in the following section.

4. Experiments

4.1. Experimental Setups

Evaluation Protocols. We evaluate our method on CIFAR-
10/100 [28], SVHN [35], and Tiny ImageNet [13] datasets
using ResNet-18 [20], VGG16 [42], and WideResNet-34-
10 [56] as the baseline models. We apply our method to
PGD adversarial training (AT) [33] and other variants of
adversarial training, i.e., TRADES [57] and MART [47],
to verify its wide applicability. For training, we use PGD-
10 [33] with perturbation bound ϵ = 8/255 (step size ϵ/4
for CIFAR-10/100 and Tiny ImageNet, ϵ/8 for SVHN) un-
der ℓ∞-norm to craft adversarial examples. For evaluation,
we use FGSM [19], PGD-20 [33] (step size ϵ/10), PGD-
100 [33] (step size ϵ/10), and C&W [9] (PGD optimization
for 30 steps with step size ϵ/10) bounded within ϵ = 8/255
under ℓ∞-norm. As suggested by Carlini et al. [8], to better
compare the robustness of different defense techniques, we
also report the average per-example Ensemble robustness of

the model as formulated below [15]:

Ensemble =
1

Ntest

Ntest∑
i=1

min
a∈A

1(Fθ(a(x)) = y), (6)

where Ntest is the number of images in the test dataset, 1(·)
is an indicating function, Fθ is a target model with parame-
ter θ, y is the ground truth label, and A is a set of adversarial
attacks (FGSM, PGD-20, PGD-100, and C&W).
Implementation Details. We train all models for 100
epochs using an SGD optimizer (momentum 0.9, weight
decay 5 × 10−4). We set the initial learning rate to 0.1 for
CIFAR-10/100 and Tiny ImageNet and to 0.01 for SVHN,
and reduce it by a factor of 10 after 75-th and 90-th epochs.
We empirically set λsep = 1, λrec = 1, and τ for Gum-
bel softmax as 0.1. We implement the Separation Net as
a series of three blocks each comprised of a convolutional
layer, a batch normalization layer, and a ReLU activation,
except for the last block which consists of a single convolu-
tional layer. The Recalibration Net also consists of a series
of three blocks each comprised of a convolutional layer, a
batch normalization layer, and a ReLU activation. We insert
our FSR module after block4 for ResNet-18, block4 for
VGG16, and block3 for WideResNet-34-10.

4.2. Robustness Evaluation

Defense against White-box Attacks. To evaluate the abil-
ity of our FSR module to improve the model robustness of
various adversarial training techniques, we report in Table 1
the effectiveness of applying FSR to three different methods
(AT, TRADES, and MART) on ResNet-18. Applying our
FSR module consistently improves the robustness of all de-
fense techniques under all of the individual attacks and the
Ensemble attack. Similar trends are observed in the SVHN
dataset (Table 1) and on VGG16 (Table 2); for example,
FSR improves the robustness of TRADES on VGG16 under
PGD-20 by 8.57% on the SVHN dataset. By recalibrating
the malicious non-robust activations, our method provides
the model with additional useful cues for improved robust-
ness. With only a slight increase in the number of computa-
tions (see Sec. 4.4), we can improve the robustness of var-
ious adversarial training methods regardless of the dataset
and the model. Results on WideResNet-34-10, CIFAR-100,
Tiny ImageNet are provided in the supplementary materials.

One observation is that our FSR module occasionally
drops the accuracy on natural images. This is because
our method is designed to disentangle and recalibrate the
“malicious” activations that are intentionally crafted to fool
model predictions. In natural images, since there are no in-
tentionally disrupted feature activations, trying to identify
and recalibrate these malicious cues can lead to potential
loss of discriminative information and occasional accuracy
drop. Nevertheless, the natural accuracy drops only by a
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ResNet-18 CIFAR-10 SVHN
Method Natural FGSM PGD-20 PGD-100 C&W Ensemble Natural FGSM PGD-20 PGD-100 C&W Ensemble

AT 85.02 56.21 48.22 46.37 47.38 45.51 91.21 55.55 40.85 37.54 40.61 37.41
AT + FSR 81.46 58.07 52.47 51.02 49.44 48.34 91.28 60.46 43.94 39.01 43.22 38.81
TRADES 86.31 57.21 50.74 49.44 48.66 47.89 90.99 61.31 47.12 43.55 45.48 42.99

TRADES + FSR 84.49 58.29 52.27 51.28 49.92 49.28 91.39 68.85 51.49 47.50 46.70 46.17
MART 82.73 56.65 50.88 49.15 47.21 45.98 90.50 58.21 43.61 40.43 42.20 40.07

MART + FSR 83.28 59.55 54.80 53.69 48.98 48.36 89.87 61.06 46.51 42.94 43.89 42.40

Table 1. Robustness (accuracy (%)) of adversarial training strategies (AT, TRADES, MART) with (+ FSR) and without our FSR module
against diverse white-box attacks on ResNet-18. Better results are marked in bold.

VGG16 CIFAR-10 SVHN
Method Natural FGSM PGD-20 PGD-100 C&W Ensemble Natural FGSM PGD-20 PGD-100 C&W Ensemble

AT 80.56 53.47 47.17 45.58 45.82 43.71 89.59 54.88 40.27 36.90 39.46 36.62
AT + FSR 80.06 54.40 49.82 48.82 47.28 46.24 91.44 65.01 45.99 39.07 43.08 38.15
TRADES 82.44 53.92 47.39 46.20 44.80 44.20 90.48 61.50 45.99 40.00 42.82 39.27

TRADES + FSR 80.78 55.48 49.95 49.03 46.28 45.90 91.89 69.25 54.56 47.81 46.66 44.10
MART 76.11 54.86 51.06 50.16 43.53 43.01 89.95 59.03 42.89 38.73 39.12 37.64

MART + FSR 79.18 56.41 52.69 52.13 44.49 44.20 90.60 62.28 47.17 42.50 43.44 40.73

Table 2. Robustness (accuracy (%)) of adversarial training strategies (AT, TRADES, MART) with (+ FSR) and without our FSR module
against diverse white-box attacks on VGG16. Better results are marked in bold.

Method TI-FGSM DI-FGSM NAttack AutoAttack
AT 59.03 46.56 39.55 44.11

AT + FSR 62.53 50.50 52.65 46.41
TRADES 59.95 49.23 43.45 46.81

TRADES + FSR 61.45 50.54 50.43 48.45
MART 59.73 48.38 44.68 44.27

MART + FSR 62.68 51.42 53.76 46.55

Table 3. Robustness (accuracy (%)) of adversarial training strate-
gies (AT, TRADES, MART) with (+ FSR) and without our FSR
module against diverse black-box attacks and AutoAttack on
CIFAR-10 using ResNet-18. Better results are marked in bold.

small amount or even improves upon the addition of FSR
module (e.g., on SVHN), showing that this phenomenon is
also dependent on the dataset.

Defense against Black-box Attacks and AutoAttack. To
show that FSR improves adversarial training methods even
under different types of attacks, we evaluate our method
against a variety of black-box attacks and AutoAttack [12].
For black-box attacks, we use two transfer-based attacks
– TI-FGSM [16] and DI-FGSM [51] – crafted on a nat-
urally trained ResNet-50, and NAttack [29], which is a
strong query-based attack. Following CAS [4], to evalu-
ate each method against NAttack, we sample 1,000 images
from CIFAR-10 test set and limit the number of queries to
40,000. AutoAttack, which is an ensemble of two Auto-
PGD attacks [12], Fast Adaptive Boundary attack [11],
Square attack [1], has been shown to evaluate the robust-
ness of defense techniques more reliably. As shown in Ta-
ble 3, our method improves the robustness against diverse
black-box attacks, especially against the stronger NAttack.
Our method also improves the robustness against AutoAt-

tack, showing that the improvement upon the addition of
FSR module is truly thanks to making the model robust in-
stead of obfuscated gradients [3] or improper evaluation.

Comparison with Existing Methods. To verify the effec-
tiveness of recalibrating non-robust activations, we report
in Table 4 the comparison of our method to existing fea-
ture manipulation methods (FD, CAS, and CIFS). We leave
out from evaluation kWTA [49] and SAP [14], which also
manipulate feature activations for robustness, because they
are known to cause gradient masking [3, 44]. We report the
robustness against various white-box attacks, the Ensem-
ble of these attacks, and AutoAttack. Our FSR outperforms
the three methods under most white-box attacks. CAS and
CIFS excel at defending against C&W because they exploit
the weights of auxiliary classifiers or the gradients of their
logit outputs to manipulate feature activations and thus en-
large the prediction margins on the feature space [4]. Our
method does not adopt such technique and slightly lags be-
hind CAS and CIFS under C&W attack. Nevertheless, our
method achieves the highest Ensemble robustness, verifying
that overall, our method is the most robust. FSR also out-
performs all methods under AutoAttack, showing that it is
more reliable even under an ensemble of various white-box
and black-box attacks. As opposed to these approaches that
deactivate the non-robust feature activations, our method in-
stead recalibrates them to capture additional useful cues that
help the model make correct predictions, thus improving the
model robustness.

4.3. Ablation Studies

We first evaluate whether the individual components of
FSR module work as desired by measuring the following:
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Method Natural FGSM PGD-20 PGD-100 C&W Ensemble AutoAttack
AT 85.02 56.21 48.22 46.37 47.38 45.51 44.11
FD 85.14 56.81 48.54 46.70 47.72 45.82 44.57

CAS 85.78 55.57 50.42 49.91 53.47 46.46 44.23
CIFS 79.87 56.53 49.80 48.17 49.89 47.26 43.94

FSR (Ours) 81.46 58.07 52.47 51.02 49.44 48.34 46.41

Table 4. Comparison of robustness (accuracy (%)) between existing methods and our method. All models are trained using AT with
ResNet-18 on CIFAR-10. The best results are marked in bold, and more comprehensive Ensemble and AutoAttack are highlighted in grey.

Method (a) Classification (b) Weighted k-NN
Ensemble AutoAttack 5-NN 20-NN

f+ 47.89 45.82 66.21 61.58
f− 33.11 28.39 54.69 53.89
f̃− 46.93 44.52 66.34 65.64

f̃ (Ours) 48.34 46.41 70.91 65.88

Table 5. Ablation studies on the robustness of various feature maps
obtained throughout our framework on CIFAR-10 using ResNet-
18. (a) Robustness (%) of the model upon replacing the final fea-
ture map f̃ with different feature maps. (b) Top-1 accuracy (%) of
weighted k-NN on different feature maps.

(a) classification accuracy of model and (b) weighted k-
NN accuracy. To evaluate (a) the classification accuracy
of model, we pass down different features from FSR into
the subsequent layers instead of the final feature f̃ . By do-
ing so, we compare the model robustness brought by these
different features.

Different from the model robustness, we also explicitly
measure the feature robustness based on how well each
feature captures discriminative cues corresponding to the
ground truth class. To do so, we embed each feature
among the features of natural images and measure (b) the
weighted k-NN accuracy [21, 48]. For each arbitrary fea-
ture f , we first compute the weight wi for each neigh-
bor vi as its cosine similarity to f with the temperature
parameter γ such that wi = exp(cos(f,vi)/γ). Then,
we compute the prediction score sc for each class c by
weighting the vote of each of the k-nearest neighbors Nk

as sc =
∑

i∈Nk
wi · 1(ci = c). Through this way, we mea-

sure robustness of each feature by determining how close it
lies to the unperturbed features.

Evaluation on Separation. We show that our Separation
stage does appropriately disentangle the non-robust feature
from the input feature, which is an essential step in our
method before recalibrating non-robust activations. To do
so, we evaluate how well the robust feature f+ and the
non-robust feature f− capture useful cues for correct model
predictions. We measure the classification accuracy of the
model against the Ensemble (of FGSM, PGD-20, PGD-100,
and C&W) and AutoAttack upon using each feature (i.e.,
f̃ = f+ or f̃ = f−), whose results are shown in the left
side (a) of Table 5. We can observe that f+ leads to much

higher robustness against both Ensemble and AutoAttack
than f−, which drastically decreases the adversarial robust-
ness. This implies that while f+ captures robust cues that
lead to correct model decisions on adversarial examples, f−

captures non-robust cues that are responsible for mispredic-
tions upon attack, showing that our Separation stage well
disentangles the input feature activations as intended.

On the right side (b) of Table 5, we report the 5-NN and
20-NN accuracies on f+ and f−. Both cases show that
f+ results in higher accuracies than f−. This is because
we disentangle f+ as activations that help the model make
correct predictions, and it thus captures more similar repre-
sentations as the features of natural images than f− does.

Evaluation on Recalibration. We also evaluate the ability
of Recalibration to adjust the non-robust activations such
that they capture cues that help the model make correct pre-
dictions. We again test the classification accuracy of our
model upon replacing the final feature map f̃ with the non-
robust feature f− or the recalibrated non-robust feature f̃−.
As shown in the left side (a) of Table 5, f̃− leads to huge
improvements in robustness compared to f−, showing that
our Recalibration stage appropriately adjusts the non-robust
activations to capture cues that help the model make correct
predictions.

We can also observe that f+, which is equivalent to sim-
ply suppressing the non-robust activations with our mask
m+, lags behind using both the robust and recalibrated fea-
tures, i.e., f̃ = f+ + f̃− (Ours). This shows that recali-
brating the non-robust activations restores additional useful
cues for model decisions that are not captured by the robust
activations and further improves the adversarial robustness,
advocating for the necessity of our Recalibration stage.

Similar trends can also be observed on the k-NN accu-
racy as shown in the right side (b) of Table 5. The recal-
ibrated non-robust feature f̃− leads to significantly higher
k-NN accuracy than f−, and the accuracy of f+ lags behind
that of f̃ = f++f̃− (Ours), again verifying the effectivness
of our Recalibration stage.

Effectiveness of Separation and Recalibration. We verify
the necessity of the Separation and the Recalibration stages
by comparing the model robustness upon removing each of
them from FSR. As shown in Table 6, removing the Sepa-
ration stage (i.e., recalibrating the entire input feature map)
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Method FGSM PGD-20 PGD-100 C&W Ensemble AutoAttack
AT 56.21 48.22 46.37 47.38 45.51 44.11

+ FSR 58.07 52.47 51.02 49.44 48.34 46.41
w/o Sep 57.51 50.71 48.98 49.32 47.60 45.47
w/o Rec 57.67 50.06 48.54 49.41 47.32 44.96

Table 6. Comparison of robustness (%) of FSR applied on AT
upon removing the Separation or the Recalibration stage. Model
and dataset used are ResNet-18 and CIFAR-10, respectively. Best
results are marked in bold.

leads to drop in adversarial robustness. This is because re-
calibrating the entire feature map that contains both robust
and non-robust activations leads to a suboptimal training
of the Recalibration Net. More specifically, the Recalibra-
tion Net learns to minimize the recalibration loss through
the discriminative information that is already captured by
the robust activations instead of recalibrating the non-robust
activations. Nevertheless, FSR without Separation still im-
proves the robustness of AT, showing that Recalibration ef-
fectively captures useful cues for model predictions.

We also compare robustness as we remove the Recal-
ibration stage and pass down only the robust feature into
subsequent layers. As shown in Table 6, removing the Re-
calibration stage also decreases robustness. This demon-
strates the necessity of the Recalibration stage and also con-
firms that the non-robust activations contain additional use-
ful cues which further boost model robustness. Still, FSR
without Recalibration improves the robustness compared to
vanilla AT. This shows that our Separation stage well dis-
entangles the intermediate feature map based on feature ro-
bustness and outputs robust activations that provide useful
cues for model predictions.

In the supplementary materials, we report additional ab-
lation studies including the effects of different hyperparam-
eters (λsep, λrec, τ ), effectiveness of Gumbel softmax, ad-
dition of FSR on different layers, choice of y′ in Eq. 3, and
effects of replacing robustness map m with other strategies.

4.4. Computational Efficiency

In Table 7, we provide the computational analysis of
our method compared to a vanilla model in terms of the
number of parameters (# params (M)) and the number of
floating point operations (FLOPs (G)). With only a slightly
more number of computations, we can improve the robust-
ness of adversarial training and its variants with a signifi-
cant margin. Additionally, on the CIFAR-10 dataset, one
training epoch of PGD-10 adversarial training on the vanilla
ResNet-18 takes 114 seconds, while it takes 120 seconds
on ResNet-18 with FSR module. One epoch of evaluation
on PGD-20 adversarial examples takes 19 seconds for the
vanilla ResNet-18, while it takes 20 seconds for ResNet-
18 equipped with FSR module. With slight computational
overhead, our FSR module improves the robustness of tra-
ditional adversarial training models.

Method VGG16 ResNet-18
# Params (M) FLOPs (G) # Params (M) FLOPs (G)

Vanilla 15.25 0.6299 11.17 1.1133
+ FSR 16.52 0.6701 12.43 1.1535

Table 7. Comparison of computational costs (# params and
FLOPs) on a vanilla model and a model with our FSR module.

5. Discussion

Since the goal of our work is to improve the robustness
of adversarial training models against adversarial examples,
it lies on the assumption that the input images contain ma-
licious perturbations designed to fool the model. Thus, we
deliberately design the Separation stage to disentangle ac-
tivations that specifically lead the model to mispredictions.
However, natural images may not contain such malicious
cues, and thus, our FSR module occasionally decreases the
natural accuracy by a small amount. A potential direction
for future work could be applying curriculum learning [5]
to make FSR be better aware of the relationship between
feature robustness and attack strength.

Adversarial attack poses a huge threat to the deploy-
ment of deep neural networks (DNN) in real-world applica-
tions [17, 27, 41]. In this regard, our work contributes pos-
itively to the research field by designing an easy-to-plugin
module to robustify the DNN models against adversarial at-
tacks. Thanks to its simplicity, we expect that our method
could also serve as a basis to design more robust DNN mod-
els in diverse and real-world applications.

6. Conclusion

In this paper, we have proposed the novel Feature Sep-
aration and Recalibration (FSR) module that recalibrates
the non-robust activations to restore discriminative cues that
help the model make correct predictions under adversarial
attack. To achieve this goal, FSR first disentangles the in-
termediate feature map into the robust activations that cap-
ture useful cues for correct model decisions and the non-
robust activations that are responsible for incorrect predic-
tions. It then recalibrates the non-robust activations to cap-
ture potentially useful cues that could provide additional
guidance for more robust predictions on adversarial exam-
ples. We have empirically demonstrated the ability of our
method to improve the robustness of various models when
applied to different adversarial training strategies across di-
verse datasets. We have also verified the superiority of our
method to existing approaches that simply deactivate such
non-robust activations.
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