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Abstract

Continuous convolution has recently gained prominence
due to its ability to handle irregularly sampled data and
model long-term dependency. Also, the promising exper-
imental results of using large convolutional kernels have
catalyzed the development of continuous convolution since
they can construct large kernels very efficiently. Lever-
aging neural networks, more specifically multilayer per-
ceptrons (MLPs), is by far the most prevalent approach
to implementing continuous convolution. However, there
are a few drawbacks, such as high computational costs,
complex hyperparameter tuning, and limited descriptive
power of filters. This paper suggests an alternative ap-
proach to building a continuous convolution without neu-
ral networks, resulting in more computationally efficient
and improved performance. We present self-moving point
representations where weight parameters freely move, and
interpolation schemes are used to implement continuous
functions. When applied to construct convolutional ker-
nels, the experimental results have shown improved per-
formance with drop-in replacement in the existing frame-
works. Due to its lightweight structure, we are first to
demonstrate the effectiveness of continuous convolution in
a large-scale setting, e.g., ImageNet, presenting the im-
provements over the prior arts. Our code is available on
https://github.com/sangnekim/SMPConv

1. Introduction

There has been a recent surge of interest in represent-
ing the convolutional kernel as a function over a continu-
ous input domain. It can easily handle irregularly sampled
data both in time [1, 59] and space [61, 65], overcoming
the drawbacks of the discrete convolution operating only on
discretized sampled data with pre-defined resolutions and
grids. With the progress in modeling and training continu-
ous kernels, it has enjoyed great success in many practical
scenarios, such as 3D point cloud classification and segmen-
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tation [36,41,52,58,64], image super resolution [57], object
tracking [10], to name a few. Furthermore, the recent trends
of using large convolutional kernels with strong empirical
results urge us to develop a more efficient way to implement
it [13,32], and the continuous convolution will be a promis-
ing candidate because of its capability to readily construct
arbitrarily large receptive fields [44, 45].

One of the dominant approaches to modeling the con-
tinuous kernel is to use a particular type of neural network
architecture, taking as inputs low-dimensional input coor-
dinates and generating the kernel values [44, 45], known as
neural fields [38, 49] or simply MLPs. Using neural fields
to represent the kernels, we can query kernel values at arbi-
trary resolutions in parallel and construct the large kernels
with a fixed parameter budget, as opposed to the conven-
tional discrete convolutions requiring more parameters to
enlarge receptive fields. Thanks to recent advances to over-
come the spectral bias on training neural fields [49], they
can also represent functions with high-frequency compo-
nents, which enables learned kernels to capture fine details
of input data.

While promising in various tasks and applications, this
approach has a few downsides. First, it incurs consider-
able computational burdens to already computation-heavy
processes of training deep neural networks. Each train-
ing iteration involves multiple forward and backward passes
of MLPs to generate kernels and update the parameters of
MLPs. This additional complexity prevents it from being
applied to large-scale problems, such as ImageNet-scale,
since it needs deeper and wider MLP architectures to con-
struct more complex kernels with more input and output
channels. Although MLPs can generate larger sizes and
numbers of kernels without adding more parameters, it has
been known that the size of MLPs mainly determines the
complexity of the functions they represent and, eventually,
the performance of the CNNs.

Furthermore, the kernels generated by an MLP depend
heavily on the architectural priors. As a universal function
approximator, a neural network with sufficient depth and
width can express any continuous functions [25]. However,
we have empirically observed strong evidence that the ar-
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chitecture of neural networks has played a significant role
in many practical settings, suggesting that various archi-
tectural changes to the kernel-generating MLPs would sig-
nificantly affect the performance of CNNs. Considering
a large number of hyperparameters in training neural net-
works, adding more knobs to tune, e.g., activation func-
tions, width, depth, and many architectural variations of
MLPs., would not be a pragmatic solution for both machine
learning researchers and practitioners.

In this paper, we aim to build continuous convolution
kernels with negligible computational cost and minimal ar-
chitectural priors. We propose to use moving point repre-
sentations and implement infinite resolution by interpolat-
ing nearby moving points at arbitrary query locations. The
moving points are the actual kernel parameters, and we con-
nect the neighboring points to build continuous kernels. Re-
cent techniques in neural fields literature inspire it, where
they used grid or irregularly distributed points to represent
features or quantities in questions (density or colors) for
novel view synthesis [6, 50, 63, 66, 67]. The suggested ap-
proach only introduces minor computational costs (interpo-
lation costs) and does not consist of neural networks (only
point representations and interpolation kernels). Moreover,
the spectral bias presented in training MLPs [43] does not
exist in the suggested representation. Each point representa-
tion covers the local area of the input domain and is updated
independently of each other, contrasted with MLPs, where
updating each parameter would affect the entire input do-
main. Therefore, highly different values of nearby points
can easily express high-frequency components of the func-
tion.

The proposed method can also be more parameter ef-
ficient than the discrete convolution to construct the large
kernels. Depending on the complexity of the kernels to
be learned, a few numbers of points may be sufficient to
cover a large receptive field (e.g., a unimodal function can
be approximated by a single point). Many works have ex-
tensively exploited non-full ranks of the learned kernels
to implement efficient convolutions or compress the mod-
els [32]. Our approach can likewise benefit from the pres-
ence of learned kernels with low-frequency components.

We conduct comprehensive experimental results to show
the effectiveness of the proposed method. First, we demon-
strate that moving point representations can approximate
continuous functions very well in 1D and 2D function fit-
ting experiments. Then, we test its ability to handle long-
term dependencies on various sequential datasets. Finally,
we also evaluate our model on 2D image data. Especially,
we perform large-scale experiments on the ImageNet clas-
sification dataset (to our knowledge, it is the first attempt to
use continuous convolution for such a large-scale problem).
Our proposed method can be used as a drop-in replacement
of convolution layers for all the above tasks without bells

and whistles. The experimental results show that it consis-
tently improves the performance of the prior arts.

2. Related works
Neural fields and continuous convolution. Neural

fields have recently emerged as an alternative neural net-
work representation [49]. It is a field parameterized by
a neural network, such as simple MLP, taking as low-
dimensional coordinates input and generating quantity in
questions. It has shown great success in various visual
computing domains, such as novel view synthesis [38], 3D
shape representation [37, 40], and data compression [17],
to name a few. Since it is a function over a continuous
input domain, it can produce outputs at arbitrary resolu-
tions. Recent studies have exploited its continuous nature to
model continuous kernels for CNNs [44, 45, 58]. [58] used
an MLP architecture to implement the continuous kernel to
handle irregularly sampled data, such as 3D point clouds.
While successful, the descriptive power of the learned ker-
nel is limited due to its bias toward learning low-frequency
components. With the recent advances in overcoming the
spectral bias [49], [45] has explored various activation func-
tions to improve the performance of CNNs. To further im-
prove, [44] proposed to learn the receptive field sizes and
showed impressive performance on multiple tasks.

We also propose a method that can likewise be classi-
fied as a neural field. However, we implement a field with-
out neural networks, using self-moving point representa-
tions and interpolation schemes. It significantly reduces the
computational costs to compute the kernels during training
compared to the conventional MLP-based methods. Fur-
thermore, it removes the burden of numerous hyperparam-
eter searches for a newly introduced neural network in the
already complicated training procedure.

Grid and point representations. Although MLP-based
neural fields have succeeded in many tasks, they require
substantial computational costs for training and inference,
and the spectral bias presented in MLPs often degrades the
performance. In order to reduce the computations and avoid
the issues of using MLPs, classical grid-based representa-
tions have been adopted in the neural fields. Plenoxels [66]
stores the coefficients of spherical harmonic in the 3D voxel
structure and implements the infinite resolution via the in-
terpolation methods, reducing the training time from days
to minutes. Instant-NGP [39] further optimized the speed
using a hash-based indexing algorithm. The combination
of grid representations and MLPs has been extensively ex-
plored to find better solutions [6, 50].

Point representations have been recently suggested in
neural fields to improve the shortcomings in grid-based
representations, thanks to their flexibility and expressibil-
ity [63, 67]. They can generate outputs over a continuous
input domain by interpolating neighboring points given a
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Figure 1. A various methods for large kernel construction.

query point. It can be more accurate and parameter effi-
cient than the grid-based ones since it can adaptively locate
points, considering the complexity of functions, e.g., fewer
points in low-frequency areas. Although our work is largely
inspired by these works, 1. we repurpose the point repre-
sentations to build continuous convolutional kernels, 2. we
do not use MLPs that would introduce additional modeling
complexity, 3. our method does not require complex initial-
izations (or algorithms) to relocate points, such as depth-
based initialization [63] and mask-based initialization [67].

Large kernel convolution. Since the great success of
VGG-style CNNs [24, 26, 48, 51] in ImageNet [12], we re-
peatedly apply small kernels (e.g., 3 × 3 kernel) with deep
layers to get a large receptive field and deal with long-term
dependencies. With the massive success of transformers in
the vision domain [15,16,34,55], which have a large recep-
tive field, recent studies have started to revisit the descrip-
tive power of large kernels [13, 32, 35, 53]. RepLKNet [13]
has shown we can increase the kernel size up to 31 × 31
with the help of the reparameterization trick. More recently,
SLaK [32] managed to scale the kernel size to 51× 51 and
61×61, showing improved performance with dynamic spar-
sity and low-rank factorization (Fig. 1-(b)). While promis-
ing, the number of parameters increases according to the
kernel size, which is a major bottleneck in representing
large kernels.

The continuous kernel can construct large kernels with a
fixed parameter budget (Fig. 1-(c)). CKConv [45] and Flex-
Conv [44] have exploited this property and demonstrated
that their method can model long-term dependencies by
constructing large kernels on various datasets. However,
they introduce a considerable amount of computations to
the training process, and they have yet to perform large-
scale experiments, e.g., ImageNet. To the best of our knowl-
edge, our approach is the first to conduct such a large-scale
experiment using continuous convolution.

On the other hand, dilated convolutions [7, 8] can also
be used to enlarge receptive fields with a small number of

parameters, and they also do not introduce additional com-
putations during training (Fig. 1-(d)). Deformable convo-
lutions [9] look similar to ours in terms of moving points
arbitrarily (Fig. 1-(e)). However, they learn how to deform
the kernels (or predict the offset) during inference. On the
other hand, we adjust the locations of the point represen-
tations during training to find the optimal large kernels. A
concurrent work suggests learning the offsets during train-
ing [23]. In contrast to ours, it is a discrete formulation, thus
losing the benefits of continuous convolution. Furthermore,
we adjust the receptive fields of each point representation
separately, yielding more expressive representations.

Continuous convolution for point clouds. There have
been many continuous convolution approaches to handle 3D
point cloud data, which is an important example of irregu-
larly sampled data. PointNet [41] and PointNet++ [42] are
pioneer works that use average pooling and 1 × 1 convolu-
tion to aggregate features. [31, 33, 58, 60] leveraged MLPs
to implement continuous convolution. KPConv [52] is also
considered a continuous convolution and shares some simi-
larities with ours (Fig. 1-f). They also used point represen-
tation and interpolation kernels for handling point clouds.
However, their points are fixed over the training, unlike
ours. They also proposed a deformable version, which re-
quires additional neural networks to predict the offset of the
kernel points.

3. SMPConv

3.1. Self-moving point representation

This section describes the proposed self-moving point
representation to represent a continuous function. Let d be
the size of the input coordinates dimension, e.g., 1 in time-
series data and 2 in the spatial domain. SMP : Rd → RNc

is a vector-valued function, mapping from the input coor-
dinates to the output kernel vectors, where Nc is a channel
size. Given a query point x ∈ Rd, we define a continuous
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kernel function as follows.

SMP(x;ϕ) =
1

|N (x)|
∑

i∈N (x)

g(x, pi, ri)wi, (1)

where ϕ = {{pi}
Np

i=1, {wi}
Np

i=1, {ri}
Np

i=1} is a set of learn-
able parameters, and Np is the number of points that are
used to represent the function. pi ∈ Rd is the coordinates
of self-moving point representation wi ∈ RNc , and each
point representation also has a learnable radius, ri ∈ R+

is a positive real number, which we implement it by clip-
ping for numerical stability. We define a distance function
g : Rd × Rd × R+ → R as follows,

g(x, pi, ri) = 1− ∥x− pi∥1
ri

, (2)

where ∥ · ∥1 is a L1 distance. N (x) is a set of indices
of neighboring points of a query coordinate x, defined as
N (x) = {i | g(x, pi, ri) > 0, ∀i}. Thus, points beyond
a certain distance (depending on the radius) will not af-
fect the query point. Hence, SMP generates output vectors
by a weighted average of the nearby point representations.
Note that all three parameters {pi}, {wi}, {ri} are jointly
trained with the CNN model parameters, and the gradients
w.r.t those parameters can be easily computed using an au-
tomatic differentiation library. As the name SMP suggests,
the coordinates {pi} are updated during training, resulting
in moving points representation.

Compared to a fixed-point representation, where {pi}
are not trainable, ours can approximate complex functions
more precisely. Since each point can move freely, more
points can be gathered in high-frequency areas. On the other
hand, few points can easily represent low-frequency compo-
nents, resulting in more parameter-efficient representation.
For example, a single point may be sufficient to approxi-
mate unimodal functions.

3.2. SMPConv

We leverage the suggested representation to implement a
continuous convolution operator. In one dimensional case,
d = 1, a continuous convolution can be formulated as,

(f ∗ SMP)(x) =
Nc∑
c=1

∫
R
fc(τ)SMPc(x− τ)dτ, (3)

where f : R → RNc is a input function and the fc and SMPc

denote the c-th element of the inputs. The convolution op-
erator generates a function, computing the filter responses
by summing over entire Nc channels. One SMP representa-
tion corresponds a convolution operator, and multiple SMPs
are used to implement one convolutional layer to generate
multiple output channels. In contrast to the previous MLP-
based continuous convolution, which uses one neural net-
work for one convolutional layer, our approach has separate

Figure 2. Self-moving point representation. (a) SMP as a function
of the one-dimensional input domain, and (b) SMP as a function
of the two-dimensional input domain. ‘C #1’ means the first chan-
nel. Each channel shares the location of the points, whereas each
channel has its own weight parameters.

parameters for each convolution filter in a layer. It gives
more freedom to each filter and results in more descriptive
power of the learned filter.

As depicted in Fig. 2, the kernels of each filter share the
position parameters. That is, each filter of one layer has its
own position parameters. Although we could use different
SMP for different channels. However, it will considerably
increase the number of learnable parameters ({pi} per chan-
nel), and we believe that locating points at the same location
for a convolutional filter can be a reasonable prior, where a
convolutional filter can focus on specific areas in the input
domain.

We leverage our continuous formulation to construct
large kernels, motivated by the recent success of using them
in many tasks. We can create arbitrary size large kernels by
querying multiple discretized coordinates to SMP.

3.3. Training

Training a large kernel has been challenging and compu-
tationally heavy, and naive training practice has yet to show
promising results. Recently, [13, 14] proposed a reparame-
terization trick to combine different-size kernels as a sepa-
rate branch, resulting in improved performance and more
stable training. We also applied the same trick to train
CNNs with SMPConv.

We empirically figured out that performance degradation
occurs when the coordinates {pi} are forced to fit inside the
kernel by clipping. Thus, we let the coordinates be freely
updated during training.

We also found that the initialization of the parameters
ϕ matters. For point locations, {pi}, we randomly sam-
ple from a gaussian distribution with small σ. It initially
locates the points in the center and gradually spreads out
over the training process. We empirically found that this
strategy yields more stable training, especially at the begin-
ning of the training. We also initialized with small values
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Method k Params. Time ↓ Throughput ↑
3 0.29M 61.2 4390.7

Deformable [9] 5 1.37M 157.3 1618.9
7 4.39M 293.1 882.3

FlexConv [44] 33 0.67M 92.9 1923.4
SMPConv 33 0.49M 40.1 4258.4

Table 1. Training time (sec/epoch) and throughput (examples/sec)
comparison with CIFAR10 on a single RTX3090 GPU. Both are
tested with a batch size of 64 and input resolution of 32 × 32. The
k is kernel size. The time is the average training time of the first
10 epochs.

for {ri}, which each weight parameter firstly has a narrow
sight. Over the course of training, {ri} also gradually in-
creases if necessary.

3.4. Efficiency

Assuming the size of a convolution filter is C ×N ×N ,
where C is the number of kernels and N is the height and
width of filter, CN2 parameters are required in dense con-
volution (Fig. 1-(a)). Therefore, the number of parameters
is proportional to kernel resolution N × N . On the other
hand, SMP needs (1+ d+C)Np parameters, where d is the
size of the input coordinates dimension, and Np is the num-
ber of weight points. We used Np ≪ N2, so SMP is more
efficient than dense convolution in terms of the number of
parameters. Furthermore, as the number of parameters does
not depend on kernel resolution, SMP can represent kernels
of any size, such as large or continuous kernels with fixed
budget parameters.

Due to the point representations and interpolation
schemes without supplementary neural networks, SMP-
Conv has an advantage of computational complexity. On
the other hand, the existing large kernel convolutions are
computationally heavy. Deformable convolution (Fig. 1-
(e)), for example, requires offset prediction networks and
convolution with interpolated inputs during both training
and inference, resulting in additional computation and pa-
rameter costs. Additionally, it relies on dense convolu-
tion, making it impractical to increase kernel size signifi-
cantly. Similarly, MLP-based methods(Fig. 1-(c)) like Flex-
Conv [44] leverage kernel generation neural network, and it
also increases computational burdens. The results presented
in Tab. 1 demonstrate that SMPConv outperforms the exist-
ing large kernel convolutions in terms of speed.

4. Experiments
4.1. Continuous function approximation

Firstly, we conducted a fitting experiment to validate that
our self-moving point representation can work as an ap-
proximator for a continuous function. To do so, we used

Figure 3. Comparison between the moving point and the fixed
point representations through the fitting. Our proposed moving
point representations can approximate given continuous functions
with higher accuracy.

two sinusoidal-based functions as the ground truth. Given
a function, SMP is optimized to represent the sampled func-
tion on a 51 × 51 grid. In this experiment, we designed
SMP with 204 points. The fitting result has been shown in
Fig. 3. It demonstrates that our proposed method reason-
ably well approximates a given continuous function with
fewer points. Additionally, we compared with the fixed
point representation and observed that optimizing the posi-
tion of points together helps to better approximate the func-
tion as the number of points is equal.

4.2. Sequential data classification

To demonstrate that SMPConv can handle long-term de-
pendencies well, we evaluated our method on various se-
quential data tasks, such as sequential image and time-series
classification. To do so, we followed FlexTCN [44] to con-
struct a SMPConv architecture for causal 1D CNN whose
kernel size is same as the input sequence length. We sub-
stituted their parameterized kernels with ours without addi-
tional modifications. To maintain a similar number of net-
work parameters, SMPConv contains 30 weight points in
each SMP. To alleviate the computation burdens caused by
the convolution with large kernels, we have considered ex-
ploiting the computations through a fast Fourier transform.
More network and experimental details are in Appx. 1.1.

Sequential image. We tested our SMPConv on the 1D
version of images from the datasets, sequential MNIST
(sMNIST), permuted MNIST(pMNIST) [29], and sequen-
tial CIFAR10 (sCIFAR10) [4]. These datasets have long
input sequence lengths, for example, 784 for sMNIST and
pMNIST, and 1024 for sCIFAR10. Note that it is hard to
model these datasets without proper kernel representations.
As shown in Tab. 2, the proposed model has achieved state-
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Model Params. sMNIST pMNIST sCIFAR10
DilRNN [4] 44k 98.0 96.1 -
LSTM [2] 70k 87.2 85.7 -
GRU [2] 70k 96.2 87.3 -
TCN [2] 70k 99.0 97.2 -

r-LSTM [56] 500k 98.4 95.2 72.2
IndRNN [30] 83k 99.0 96.0 -
TrellisNet [3] 8M 99.20 98.13 73.42

URLSTM [20] - 99.28 96.96 71.00
HiPPO [18] 0.5M - 98.30 -
coRNN [47] 134k 99.4 97.3 -
CKCNN [45] 98k 99.31 98.00 62.25

LSSL [21] - 99.53 98.76 84.65
S4 [19] - 99.63 98.70 91.13

FlexTCN [44] 375k 99.62 98.63 80.82
Ours 373k 99.75 99.10 84.86

Table 2. Sequential image classification results.

Model Params. CT SC SC-raw
GRU-ODE [11] 89k 96.2 44.8 ∼ 10.0
GRU-∆t [27] 89k 97.8 20.0 ∼ 10.0
GRU-D [5] 89k 95.9 23.9 ∼ 10.0

ODE-RNN [46] 89k 97.1 93.2 ∼ 10.0
NCDE [27] 89k 98.8 88.5 ∼ 10.0

CKCNN [45] 100k 99.53 95.27 71.66
LSSL [21] - - 93.58 -

S4 [19] - - 93.96 98.32
FlexTCN [44] 373k 99.53 97.67 91.73

Ours 371k 99.53 97.45 94.95

Table 3. Time-series classification results.

of-the-art results on both sMNIST and pMNIST. For sCI-
FAR10 dataset, our model has outperformed all the compar-
ative models except S4 [19]. Compared with the FlexTCN,
which has a similar network base, our model improved the
accuracy by 4%. These results show that our proposed
model is suitable and effective for sequential images.

Time-series. We evaluated our model on time-series se-
quence datasets, character trajectories (CT) [1], and speech
commands (SC) [59]. The results have been displayed in
Tab. 3. In the relatively shorter MFCC features data, SM-
PConv achieved test accuracy similar to FlexTCN. To vali-
date that our proposed model can model extremely long se-
quences, we conducted experiments on the SC-raw dataset,
which has a sequence length of 16000. Similar to the se-
quence image classification result, our model outperformed
FlexTCN with a large margin of +3%.

Compared to other models, our SMPConv has achieved
considerably better performance for both sequential image
and time-series classification. It ensures that our kernel rep-
resentation is capable of handling long-term dependencies
even in the case of a limited number of parameters.

Model Params. Accuracy
ResNet-44 [24] 660k 92.9

CKCNN-16 [44] 630k 72.1
FlexNet-16 [44] 670k 92.2

Ours 490k 93.0

Table 4. 2D image classification on CIFAR10.

4.3. Image classification

Image classification with the continuous kernel. We
validated our SMPConv on a 2D image dataset, CI-
FAR10 [28], which is dominated by discrete convolutions,
to show that the continuous kernel can capture spatial in-
formation as well. Similar to the experiments on se-
quential data, we followed the network design choice of
FlexNet [44], where the kernel size is 33 × 33. More de-
tails are in Appx. 1.1.

As shown in Tab. 4, our continuous kernel representation
model slightly outperforms ResNet, a discrete 3× 3 convo-
lution model, with a less number of parameters. It implies
that our model is competitive and promising. Our model
also showed better performance than MLP-based counter-
parts, CKCNN-16 and FlexNet-16, even when the parame-
ters of ours were around 30% lesser. In addition, we have al-
ready identified the efficiency of our model in Tab. 1. These
results suggest that our method is more suitable for kernel
generation than MLP-based implicit formulations.

Large scale image classification. Finally, we tested our
SMPConv on a large-scale ImageNet dataset [12], which
contains more than one million training images and 50,000
validation images. For such a large dataset, the convolu-
tion kernels should be carefully trained to model complex
data relationships accurately. Through such an experiment,
therefore, we can validate that our SMP can represent a de-
scriptive convolution kernel.

Firstly, we constructed large-scale variants of SMPConv
architecture based on RepLKNet [13]. We replaced its
discrete depth-wise separable convolution kernel with our
SMP. In general, the larger the data and network, the larger
the number of filters. To prevent excessive point position
parameters depending on the number of filters, we shared
the position of points over filters in large-scale settings. We
empirically found that this position sharing has little effect
on classification performance.

We proposed two variants of our model, SMPConv-T
and SMPConv-B. Thanks to our efficient large kernel, we
adjusted the number of channels and blocks so that our vari-
ants have a similar number of parameters to the previous
models. The number of blocks and channels for each stage
is [2, 2, 8, 2] and [96, 192, 384, 768] for SMPConv-T and
[2, 2, 20, 2] and [128, 256, 512, 1024] for SMPConv-B,
respectively. In RepLKNet-31B, the number of blocks and
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Model Params. FLOPs Top-1 Accuracy
ResNet-50 [24] 26M 4.1G 76.5

ResNext-50-32x4d [62] 25M 4.3G 77.6
ResMLP-S24 [54] 30M 6.0G 79.4

DeiT-S [55] 22M 4.6G 79.8
Swin-T [34] 28M 4.5G 81.3
TNT-S [22] 24M 5.2G 81.3

ConvNeXt-T [35] 29M 4.5G 82.1
SLaK-T [32] 30M 5.0G 82.5

SMPConv-T(ours) 27M 5.7G 82.5
DeiT-Base/16 [55] 87M 17.6G 81.8

Swin-B [34] 88M 15.4G 83.5
ConvNeXt-B [35] 89M 15.4G 83.8

SLaK-B [32] 95M 17.1G 84.0
RepLKNet-31B [13] 79M 15.3G 83.5
SMPConv-B(ours) 80M 16.6G 83.8

Table 5. 2D image classification on ImageNet-1K.

Models radius coordinate Accuracy
A - - 90.92
B ✓ - 91.35
C - ✓ 92.47

SMPConv ✓ ✓ 93.00

Table 6. Ablation study on CIFAR10. A checkmark means that
the component is a learnable. In case of SMPConv, for instance,
both radius and coordinate are learnable parameters.

σ 0.05 0.2 0.3 0.5
Accuracy 93.00 92.24 91.84 91.51

Table 7. Classification results on CIFAR10 with different standard
deviation σ of point location sampling distribution.

r 0.12 0.18 0.24 0.3
Accuracy 93.00 92.36 92.06 91.76

Table 8. Classification results on CIFAR10 with different initial
radius r.

channels for each stage is [2, 2, 18, 2] and [128, 256, 512,
1024]. More experimental details are provided in Appx.
1.2.

As reported in Tab. 5, our models obtained competitive
performance with fewer parameters than existing models.
These results show that our kernel representation is promis-
ing for large-scale domains as well. Overall, our kernel rep-
resentation is highly effective and descriptive.

4.4. Ablation

We performed various ablation studies with additional
experiments on CIFAR10 image classification. First, we in-
vestigated the validity of learnable radius and coordinate. In

Np 4 8 16 32 64
Params. 250k 330k 490k 809k 1447k

Accuracy 92.56 92.28 93.00 92.84 92.21

Table 9. Classification results on CIFAR10 with different number
of moving points Np.

Tab. 6, it showed that performance degradation occurs when
either one or both components are set to non-learnable pa-
rameters. Remarkably, Model C, which set coordinate to
trainable parameters, outperformed Model A by a consider-
able margin. Furthermore, Model B also had a slight per-
formance gain. It suggests that even randomly distributed
fixed weight points can increase their interpolation ability
with trainable radius. These results indicate that training
both coordinate and radius is valid.

Next, we identified the effect of the initial position of the
points by varying the σ, a standard deviation of point lo-
cation sampling distribution. In Tab. 7, we observed that a
small σ value, indicating initial positions of the points are
gathered in the center of the kernel, leads to higher accu-
racy. This is because it is difficult to train large kernels from
the beginning of training. Thus, large kernels can be effec-
tively trained by starting with small kernels and expanding
the receptive fields through moving points.

We also found that larger initial radius degrades the
model performance as shown in Tab. 8. The large radius re-
sults in a large initial kernel size, which makes initial train-
ing difficult. Furthermore, it is also challenging to train a
large area of the kernel dependent on a single weight point
which is not optimized in the early stages of training. Both
Tab. 7 and Tab. 8 empirically show that our initialization
methods for SMP are effective.

As depicted in Tab. 9, we figured out that simply in-
creasing the number of weight points Np does not helpful
for performance. It implies that a small number of points
are enough to represent a proper convolution filter. Since
the performance is influenced by the number of points, our
method is also required tuning like common neural net-
works. However, the performance difference between CK-
CNN and FlexNet in Tab. 4 shows that MLP-based meth-
ods are severely influenced by architectural settings. That
is, they have extensive search space, such as depth, width,
and activation function, so they typically require more tun-
ing than our method. Moreover, the impact of the number
of points is not particularly significant in that even the worst
(Np = 64) slightly outperforms the FlexNet (acc=92.20).

4.5. Visualization

Finally, we analyze our SMP by visualizing filters trained
on CIFAR10. In the first column of Fig. 4, we can observe
the trained weight points’ position. In our method, point lo-
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Figure 4. Visualization of kernels. Each row shows the location of points and first 6 kernels of a filter. For ease of visualization, the kernels
are first subjected to the absolute value operation and then normalized to a range of [0,1].

Figure 5. Normalized sum of the absolute value of trained filters.
(a), (b), and (c) are top, middle, and bottom layers, respectively.

cations pi are mainly sampled near the center of the kernel
for stable training. It shows that the points spread out for
optimal kernel representation over the training process, as
we argued, and thus the receptive fields are not limited to
a small part. Also, we can figure out that there are square
patterns caused by Eq. (2) in the kernels, where each square
has its own area. This suggests that although the radius pa-
rameters are initialized with small values, the values are in-
dividually increased and optimized for each corresponding
weight point during training.

Observing visualized convolution kernel in Fig. 4, ker-
nels from the same filter share the receptive fields. It al-
lows a single filter to focus on the shared area. Further-
more, as illustrated in Fig. 5, SMPConv has large adaptive
receptive fields which are not conventional square or rectan-
gular shapes. This is because it consists of optimized filters
with their own small and large receptive fields. Thus, our
method can handle not only global information but also lo-
cal details.

5. Conclusion and discussion
In this paper, we present a method to build a continuous

convolution. We propose using point representations, where
each point has the weight parameters, coordinates, and ra-

dius to learn. By connecting the points, we can implement a
continuous function, which can be utilized to construct con-
volutional kernels. We have provided extensive experimen-
tal results, showing that drop-in replacement in the existing
training pipeline without bells and whistles improved the
performance by a safe margin. We also show that a contin-
uous convolution can be effectively utilized in a large-scale
experiment. We expect more research and development in
this direction.

Although promising, there are many rooms to be im-
proved. Due to the limited computational budget, we could
not conduct sufficient experiments in the large-scale experi-
ment. The experimental results provided in this manuscript
resulted from a few runs. As trial and error are essential in
the machine learning development process, we plan to find
optimal configurations and training techniques to enhance
the performance of the proposed method.

We also observed that the learned kernels often show
sparse patterns depending on the tasks. It is well aligned
with the success of dilated convolution or its variants, and
our methods automatically learn proper sparsity during the
training process on specific tasks. Adding prior knowledge
through training and regularization techniques would fur-
ther improve performance, especially for tasks requiring
longer-term dependency modeling.
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