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Abstract

Dual-pixel photography is monocular RGB-D photography
with an ultra-high resolution, enabling many applications
in computational photography. However, there are still sev-
eral challenges to fully utilizing dual-pixel photography.
Unlike the conventional stereo pair, the dual pixel exhibits
a bidirectional disparity that includes positive and nega-
tive values, depending on the focus plane depth in an im-
age. Furthermore, capturing a wide range of dual-pixel
disparity requires a shallow depth of field, resulting in a
severely blurred image, degrading depth estimation perfor-
mance. Recently, several data-driven approaches have been
proposed to mitigate these two challenges. However, due
to the lack of the ground-truth dataset of the dual-pixel
disparity, existing data-driven methods estimate either in-
verse depth or blurriness map. In this work, we propose
a self-supervised learning method that learns bidirectional
disparity by utilizing the nature of anisotropic blur kernels
in dual-pixel photography. We observe that the dual-pixel
left/right images have reflective-symmetric anisotropic ker-
nels, so their sum is equivalent to that of a conventional
image. We take a self-supervised training approach with
the novel kernel-split symmetry loss accounting for the phe-
nomenon. Our method does not rely on a training dataset
of dual-pixel disparity that does not exist yet. Our method
can estimate a complete disparity map with respect to the
focus-plane depth from a dual-pixel image, outperforming
the baseline dual-pixel methods.

1. Introduction
Dual-pixel is an image sensor technology that a single pixel
has two photodiodes, while a pixel on the traditional image
sensor has only a single photodiode. The dual-pixel is orig-
inally invented to leverage the phase difference of two pho-
todiodes for efficient autofocusing [1, 14, 27]. Nowadays,
dual-pixel image sensors can be easily found in multiple
camera platforms such as Canon EOS 5D Mark IV DSLR
and Google Pixel phone cameras. The dual-pixel cameras
make possible not only traditional autofocusing but also
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Figure 1. Captured images from the traditional binocular stereo
camera and dual-pixel camera, with a focus-plane depth at the
middle object. Upper part of the image is a left image, and lower
part is a right image from each camera. Arrows note parallax,
which is unidirectional in stereo imaging and bidirectional in dual-
pixel imaging.

a wide range of interesting applications of RGB-D com-
putational photography, such as depth estimation [9], re-
focusing [29], deblurring [2, 34] or reflection removal [24].
The captured dual-pixel image can be separated into two
images by gathering pixels from the left and ride sides of
photodiodes, respectively. Although the baseline between
dual-pixel photodiodes is short, these two images capture
slightly different light fields, producing disparity by paral-
lax.

One characteristic of the dual-pixel setup compared with
a traditional binocular stereo is that it yields a bidirectional
disparity shown in Figure 1, depending on the focus-plane
depth that is the distance between a camera lens and the per-
fect point of focus in an image (Figure 2). The dual-pixel
disparity estimation should account for the direction of hor-
izontal shift changes by the focus-plane depth. In addition,
the magnitude of a dual-pixel disparity is proportional to the
size of a circle of confusion. To guarantee enough disparity
in dual-pixel imaging, optics with a large aperture are re-
quired to obtain a shallow depth of field for a large circle of
confusion, which is the area around the plane of focus that
appears to be in focus. As a result, the disparity is estimated
from a pair of blurry dual-pixel images caused by the shal-
low depth of field, which raises another challenge. The con-
ventional camera has an isotropic blur kernel when an im-
age is out of focus (Figure 2). However, a dual-pixel camera
produces anisotropic blur kernels, i.e., the kernel shapes of
the left/right photodiodes are anisotropic and symmetrically
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flipped [3,23]. It is impossible to learn these kernels explic-
itly in a supervised manner since no training dataset with
bidirectional disparity is available.

To address those challenges, several data-driven super-
vised learning-based methods have been proposed [9, 21].
However, the main challenge in this supervised approach is
that it is difficult to create a ground-truth disparity dataset
specifically designed for a dual-pixel system unless it is
produced by simulating complete light transport through
camera optics with the variation of focus-plane depths in
each image. Up to date, there is no bidirectional disparity
dataset available for supervised learning. Due to this, these
methods alternatively estimate either inverse depth [9, 21],
or blurriness maps [34] only, which cannot directly esti-
mate the disparity of a dual-pixel image without focus-plane
depth information. And thus, only traditional optimization-
based approaches [23, 29] have handled the bidirectional
disparity estimation problem in dual-pixel photography. No
learning-based approach tackles the bidirectional disparity
problem in dual-pixel photography.

In this work, we propose a learning-based bidirectional
disparity estimation method specially tailored for dual-pixel
imaging. Our contribution consists of two main parts:
(1) Assuming an isotropic blur kernel, we first pretrain a
conventional stereo network using a stereo dataset with left-
right inverted. (2) Based on our observation that the dual-
pixel left/right images have reflective-symmetric anisotropic
kernels that their sum has to be equivalent to that of a con-
ventional image, we employ our novel self-supervised train-
ing with the novel kernel-split symmetry loss accounting
for the phenomenon. In addition, we demonstrate that our
model represents more accurate 3D geometric relationships
among objects with comprehensive evaluations.

2. Related Work

Dual-pixel depth estimation. Since dual-pixel cameras
have been released, many works have been proposed to
estimate depth from a dual-pixel image. Garg et al. [9]
present a learning-based dual-pixel depth estimation us-
ing the affine invariant objective to estimate inverse depth.
Zhang et al. [38] introduce a supervised learning method
similar to [9] to estimate disparity by using two dual-pixel
cameras. Recently, Pan et al. [21] propose a dual-pixel sim-
ulator and also presented the learning-based inverse depth
estimation method, which is trained with their simulated
data. Xin et al. [34] present an unsupervised optimiza-
tion method based on the estimated defocus map, which
can also be shown as an inverse depth map in dual-pixel
data. These methods estimate unidirectional information of
inverse depth maps [9, 21, 34, 38] only, often assuming that
the focus plane is fixed to the nearest or the farthest location
of the scene [34].

Punnappurath et al. [23] show that the sign of a bidirec-
tional dual-pixel disparity changes depending on the focus-
plane depth in an image. Also, Wadhwa et al. [29] apply
traditional stereo matching on the separated stereo images
from a dual-pixel image to estimate bidirectional disparity.
These two traditional methods [23, 29] discover the bidi-
rectional nature of dual-pixel disparity and anisotropic blur
kernels. However, their performance often degrades due
to severe defocus blur of a shallow depth of field and the
affine ambiguity of bidirectional disparity w.r.t. focus-plane
depth. A learning-based approach would be impactful in
mitigating these challenges as the problem is severely ill-
posed. However, as mentioned earlier, there is no dual-pixel
dataset, including pairs of dual-pixel photographs and bidi-
rectional disparities for every focus-plane depth.

In contrast, our self-supervised method estimates
bidirectional disparities while implicitly imposing the
reflective-symmetry constraint in anisotropic kernels.

Learning-based stereo. Learning-based stereo methods
can be divided into two groups. First, supervised learning-
based approaches [7,16,17,36,37] have been proposed that
train neural networks with traditional stereo image datasets
[18,20,25,26]. These network architectures resemble many
aspects of the traditional stereo algorithms, for instance,
searching correspondences between two rectified images in
a coarse-to-fine manner using an image pyramid. However,
it is challenging to create a supervision dataset with ground-
truth depth labels in the real world. Available datasets are
still insufficient to cover the variety of daily stereo-imaging
scenarios.

The other group of approaches is self-supervised-based
to address the limitation of acquiring the true dense depth
labels in stereo depth estimation [11,13,15,30,35,39]. The
key advantages of the self-supervised approach are that it
does not require any ground-truth depth labels for learning
and that once a self-supervised network is pretrained with
a large number of observation samples in advance, the net-
work can infer depth at a faster speed than the traditional
binocular stereo methods [8, 12].

As mentioned earlier, there is no publicly available dual-
pixel dataset with the ground-truth bidirectional disparity
labels with a wide range of variation of focus-plane depths.
We therefore adopt this self-supervised learning scheme for
the dual-pixel disparity problem. Note that the traditional
learning-based stereo scheme is not directly applicable to
dual-pixel photography since the sign of a bidirectional
disparity should change according to an arbitrary focus-
plane depth, and the blur kernels should be anisotropic
for left/right photodiodes, respectively. To the best of our
knowledge, this is the first learning-based solution that can
estimate a bidirectional disparity w.r.t. an arbitrary focus-
plane depth in dual-pixel photography.
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3. Disparity of a Dual-Pixel Image
In the conventional stereo setup with two rectified pinhole
cameras, the left and right image relationship at a scene
point (x, y) is given as I l(x, y) = Ir(x − d, y). The dis-
parity d can be computed as d = fB/z, where f is a focal
length and B is a baseline, and z is the depth at (x, y) in
the left image. Since the disparity is proportional to inverse
depth, it has a zero value at the infinite depth, and the dispar-
ity is unidirectional, as shown in the left image in Figure 1.

However, unlike the stereo setup, the disparity in a dual-
pixel image pair can be represented as: d = αb, where d is
the dual-pixel disparity, α is the ambiguous positive scale
coefficient and b is the circle of confusion size. Based on
thin-lens optics, the circle of confusion size can be formu-
lated as b = Af

1−f/zf

(
1
zf

− 1
z

)
, where A is the size of the

aperture and zf is the depth of the focus plane. Note that
there is no absolute operator, and the b value can have a
negative sign, unlike conventional imaging, which takes an
absolute value to get the circle of confusion size. Lastly, the
bidirectional disparity can be formulated as follows:

d = αb = α
Af

1− f/zf

(
1

zf
− 1

z

)
≡ θ0 + θ1

1

z
. (1)

With two coefficients θ0 and θ1, the dual-pixel disparity d
and the inverse depth 1/z are in an affine relation, whereas
in the conventional stereo setup, they are just proportional.
We summarize the key difference between disparity in con-
ventional stereo and disparity in dual-pixel stereo from this
relationship in the following sections.

3.1. Disparity-Blurriness Trade-off

The dual-pixel disparity proportionally increases with the
size of the circle of confusion (Equation (1)). If we set
the camera to have an ultra-wide depth of field and cap-
ture an all-in-focus image (b → 0), i.e., this is the case of
the Dirac-delta point spread function, the separated left and
right images are exactly identical, and there is no disparity
(d → 0). Therefore, if we want to estimate disparity from
a single dual-pixel image, the image must be captured with
defocus blur. This trade-off increases the ill-posedness of
the disparity estimation problem as the defocus blur and the
range of disparities are closely related, so one can only get
a small range of disparity [29] or degraded disparity results.

3.2. Direction of Disparity

Based on Equation (1), the disparity in dual-pixel can have
either positive or negative signs depending on focus plane
depth. This occurs when separating the PSFs from left and
right of dual-pixel images [2, 3, 23]. Figure 2 describes this
phenomenon. The point source P2 is imaged as a point on
the sensor, and P1 and P3 are blurred. If a scene point is
at the focus plane (P2), there is no disparity since both left

In
te

ns
ity

Left
Photodiode

Right
Photodiode

Positive disparityNegative disparity

Dual-pixel image sensor

Pixel positionPixel positionPixel position

D
ua

l-p
ix

el
Im

ag
in

g
Co

nv
en

tio
na

l
Im

ag
in

g
In

te
ns

ity

b

Circle of
confusion

z1

z2

z3

A

zf

In
te

ns
ity

In
te

ns
ity

In
te

ns
ity

In
te

ns
ity

microlens

P1

P2

P3

Conventional image sensor

Figure 2. A pictorial description of the dual-pixel setup with a
thin lens. The point sources P1 and P3 are out of the focus plane,
so they are imaged on the dual pixel sensor forming a circle of
confusion (CoC) with a direction. Note that all the point sources
are placed on the optical axis of the lens. P2 is in-focus, so it
does not create a CoC. The conventional sensor collects rays from
all paths, so the CoC in any case is isotropic (yellow plot). On
the other hand, the dual-pixel sensor gathers rays coming to left
and right diodes separately, so the CoCs are anisotropic (magenta
and green plots). We show two interesting phenomena from this
observation with the dual-pixel setup: The shape of CoCs changes
according to the focus plane depth, and the summation of the two
anisotropic CoC equals to the isotropic counterpart [3, 23].

and right blur kernels are identical. On the other hand, if
the point is behind the focus plane depth (P3), then the rays
are inverted, and the disparity occurs in the left-to-right di-
rection, while if the point is closer to the lens than the focus
plane (P1), it is the other way around. As a result, the focus
plane depth comes into play as another variable in estimat-
ing dual-pixel disparities. Therefore, in this setup, both di-
rections of disparity should be considered if the focus-plane
position is unknown, whereas the traditional stereo searches
only one direction along the scan line.

3.3. Blur-Kernel Ambiguity in Disparity

In Equation (1), the parameter α cannot be obtained di-
rectly, while A, f, and zf can be directly set or can be
obtained easily by a traditional camera calibration. The α
value is closely related to the shape of PSF, which has wide
variation, depending on the camera and lens camera archi-
tectures [5]. Hence, obtaining the ground-truth dual-pixel
disparity is technically challenging, and also it depends on
the imaging hardware. Recent learning-based dual-pixel
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stereo methods can estimate inverse depth only rather than
the bidirectional disparity due to this difficulty. Our method
accounts for this blur kernel ambiguity by employing a net-
work.

4. Dual-pixel Disparity Estimation
Since we aim to estimate dual-pixel disparity without any
PSF calibration nor a specific focus plane setup, we adopt
a learning-based binocular stereo method [17] as our back-
bone network to make it predict disparity from any given
dual-pixel image input. Given the binocular stereo network
N and dual-pixel left and right image I l and Ir, the left-
referenced disparity map D̂l→r representing the horizontal
shift from the left to the right image is estimated as

D̂l→r = N (I l, Ir). (2)

By reversing the input image order N (Ir, I l), we can obtain
another disparity map of the right image D̂r→l, the right-
referenced disparity.

However, we found that recent binocular stereo net-
works [7, 17] fail to estimate bidirectional disparity and are
not directly applicable to dual-pixel stereo.

To this end, we build our disparity network upon the em-
ployed stereo model based on the optical characteristic of
the dual-pixel setup. Our method consists of two stages:
We first pretrain our network with the stereo dataset in a
supervised way, and then our novel self-supervised training
that accounts for dual-pixel physics follows.

4.1. Pretraining of Directional Disparity

Since there is no dual-pixel dataset with bidirectional
disparity, we first use a set of popular binocular stereo
datasets [6, 18, 28, 31] to pretrain our network. The train-
ing data is unidirectional, so to account for the bidirectional
nature of dual-pixel disparity, we randomly flip the ground
truth data with probability 0.5 in the data augmentation.
This simple step generates disparities in the other direc-
tion, and although this can only create bidirectional dispar-
ity maps but with only one direction per each map, we found
that this is enough to estimate bidirectional disparity for one
pair of images. Along with this, we use the baseline training
using the sequential L1 loss and data augmentation such as
spatial scaling, crop, color jitter, and eraser transform [17].
Lastly, we change the batch normalization in the baseline
network to instance normalization, which is more applica-
ble for small batch size [33] since the next self-supervised
step uses the smaller batch size.

Note that we do not use synthetic bidirectional disparity
generation method using plane induced homography with
RGB-D image [4] nor render an image by modifying the
center of projection, since it creates artificial disparities and
lacks the blur effect. We discuss this in the supplemental
material.

4.2. Self-supervised Learning of Disparity

In the pretraining stage, we have trained our network
to learn bidirectional disparity with the existing stereo
datasets; however, since the stereo dataset does not obey the
optics of dual-pixel photography with anisotropic PSFs, we
recover a physically-plausible dual-pixel disparity that pre-
serves the reflective symmetry of kernels split to left/right,
implicitly accounting for the dual-pixel optics.
Utilizing the reflective symmetry. As shown in Figure 2,
the blur kernel of the conventional imaging is isotropic. In
dual-pixel photography, it is split into two anisotropic ker-
nels, which are reflective symmetry, i.e., the summation of
the left/right blur kernel is equal to an isotropic kernel. Re-
fer to the supplemental for details of an experiment we con-
duct that shows this phenomenon. As a result, we obtain
the anisotropic dual-pixel kernels shown in Figure 3(a). In
our self-supervised training, we employ a center image Ic,
the combined charges of the left and right diodes. In prac-
tice, we estimate Ic by computing the mean of left and right
images Ic =

(
I l + Ir

)
/2, as shown in Figure 3(b). Ic

plays a role as a proxy geometry between the left and right
images. With this, we implicitly impose the anisotropic
nature of dual-pixel kernels by computing a detour dis-
parity Dl→c→r = −Dc→l + Dc→r instead of the direct
one Dl→r, where Dc→l is the disparity from the (Ic, I l)
pair and Dc→r is the disparity from the (Ic, Ir) pair. Note
that in the following description, the losses are of a pair
(left and right), and we only show the left ones for the sake
of brevity. Our convention that comes in handy to know is
that D̂ is an estimated disparity by our trained network.
Kernel-split symmetry loss. As stated above, we estimate
two disparity maps with our network: D̂c→l, D̂c→r. Since
the kernel is evenly split from an isotropic one [23, 29], the
disparity maps D̂c→l and D̂c→r should have the same abso-
lute value while their signs are the opposite. To pursue this
property, we define our kernel-split symmetry term as

Lkernel =
1

N

∑
Lβ(D̂

c→l + D̂c→r), (3)

where N is the number of pixels in an image and Lβ is a
robust Huber loss [10]. Note that this term is by definition
bidirectional, so we do not compute left and right losses
separately like the other terms.
Photometric loss. The photometric loss measures the pro-
jection error by comparing pixel values of a left image I l

and a warped image using a right image and its inferred dis-
parity W(Ir, D̂l→c→r):

Ll
photo =

1

N

∑
ψ
(
I l,W(Ir, D̂l→c→r)

)
, (4)

where W(I,D) is an warping operator that takes an im-
age I and disparity map D to generate a forward warped
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Figure 3. An illustrative example showing the kernel-split symmetry in Section 4.2. We experiment to obtain the real dual-pixel PSF
kernels of the Canon 5D Mark IV camera (refer to the supplemental for more detail). (a) Measured left and right PSFs of the Canon
dual-pixel camera. (b) The dual-pixel center image Ic with a full blur kernel is computed by averaging the left and right dual-pixel image
pair. (c) Using the center image Ic as a proxy, we estimate D̂l→c→r = −D̂c→l + D̂c→r . The constraint that the summation of the left and
right PSFs is equivalent to the center PSF is implicitly imposed.

image as W(I,D) = I(x + D(x)), and x is a pixel po-
sition (x, y). The ψ(·, ·) measures the difference between
two image inputs, using the soft hamming distance of the
census-transformed images combined with the robust gen-
eralized Charbonnier penalty function [19] so we can miti-
gate an outlier influence.
Smoothness loss. To smooth out disparity maps while pre-
serving sharp edge-discontinuity, we use the bilateral gradi-
ent smoothness loss [11, 32] defined as

Ll
smooth =

1

N

∑(
exp

(
−λ

∣∣∇xI
l
∣∣)⊙ ∣∣∣∇xD̂

l→c→r
∣∣∣ (5)

+exp
(
−λ

∣∣∇yI
l
∣∣)⊙ ∣∣∣∇yD̂

l→c→r
∣∣∣) ,

where ⊙ is an element-wise multiplication, and λ is a pa-
rameter controlling the power of edge-awareness in the gra-
dient domain. The gradient of an image is computed by av-
eraging the gradient values of each color channel. We use
λ = 5 for all experiments.

Finally, we train the network with the weighted sum of
all the losses:

L = wkernelLkernel + wphotoLphoto + wsmoothLsmooth. (6)

We use wkernel = 1.0, wphoto = 1.0, and wsmooth = 0.01 for
all experiments.

5. Experiments and Results
5.1. Implementation Details

We implement our method using PyTorch [22]. We train
our 2-stage method with different schemes. In the pretrain-
ing stage (Section 4.1), we perform training for 40k itera-
tions with a batch size of 40. We used a mix of multiple
synthetic stereo datasets, SceneFlow [18], Sintel stereo [6],
Falling Things [28] and Tartan Air [31]. In the second stage,
we train our model for 1.5k iterations with a batch size of
8. Since the second stage is self-supervised, we only need

Table 1. Bidrectional disparity evaluation by RMSE, comparison
to the dual-pixel method that estimates bidirectional disparity. A
lower number is better. The best scores are highlighted in bold.

Dataset by [23] Dataset by [2]
Wadhwa et al. [29] 4.1113 6.7384
Ours 3.7943 5.5075

dual-pixel left and right image pairs for training. We use
DSLR dual-pixel images from Abuolaim et al. [2]. Refer to
the supplemental document for more details.

5.2. Bidirectional Evaluation

We evaluate our bidirectional disparity estimation results.
The quantitative results are shown in Table 1, and the qual-
itative comparison is presented in Figure 4.

Quantitative comparison. Since there is no dataset with
ground truth bidirectional disparity, we measure projection
error by computing the root mean square error (RMSE) of
the photometric difference between a reference image and

a warped image as
√

1
N

∑
(I l −W(Ir, D̂))

2
. We use the

dataset provided by Punnappurath et al. [23] and Abuo-
laim et al. [2], which provides DSLR dual-pixel image
pairs. Table 1 shows the result.

We quantitatively compare the existing bidirectional dis-
parity estimation method by Wadhwa et al. [29]. Since Pun-
nappurath et al. [23] do not estimate disparities but rather
signed kernel sizes, we do not include their method for this
comparison. Our method shows a strong performance over
other methods in this metric.

Qualitative comparison. We present the qualitative com-
parison in Figure 4. The optimization-based methods [23,
29] produce plenty of artifacts across the disparity maps
since the problem is severely ill-posed. In contrast, our net-
work shows consistent bidirectional disparities with fewer
artifacts.
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Figure 4. Bidirectional disparity estimation results. Note that our method and Wadhwa et al. [29] estimate the disparity in pixel, and
Punnappurath et al. [23] estimates the signed kernel size. The first column image is from [23], and the other column images are from [2].
Refer to the supplemental material for more disparity results.

Far focus planeMiddle focus planeNear focus plane

+

−

0

Figure 5. Bidirectional disparity estimation by varying the focus
plane depth. All three images are captured with the same setup,
i.e., the same depth, but with different focus plane positions. Note
that the white values in the second row show zero disparity; the
objects in focus have zero shift, and the near and far objects that
are out-of-focus show negative/positive disparities, respectively.

Focally-varying bidirectional disparity. We provide the
results of bidirectional disparity maps by varying the focus
plane depth in the same scene in Figure 5. As we move
the focus position from near to far, our method success-
fully estimates that the in-focus objects have zero dispar-
ity (white in the second row), and the near/far objects have
negative/positive disparities, respectively.

5.3. Unidirectional Evaluation

Although our estimation results are bidirectional, we can
also evaluate these results by following the commonly used
dual-pixel inverse depth evaluation methods [9, 21, 23, 34].

Reference

Wadhwa et al. Punnappurath et al.GT inverse depth

OursPan et al.
Near

Far

Figure 6. Inverse depth estimation result using dataset from [23].
The estimated inverse depths have been affine transformed us-
ing the coefficient from AI(2), then colormapped. Our method is
consistent at homogeneous depth regions and has relatively better
edge quality. Refer to the supplementary material for more results.

The inverse depth is evaluated by the affine invariant version
of mean absolute error (MAE) and root mean squared error
(RMSE). The affine invariant metric AI(p) is defined as:

AI(p) = argmin
β0,β1

(
1

N

∑∣∣∣D −
(
β0 + β1D̂

)∣∣∣p)1/p

, (7)
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Figure 7. Qualitative ablation studies. (a) Ground truth inverse depth. Color mapped so that the in-focus object has white color. (b)
Baseline model [17] using author-provided network weights. The baseline model fails to estimate the positive disparity region. (c) Our
pretrained model. It can estimate bidirectional disparity. (d) Trained after our self-supervised step using all the loss functions. (e)–(g)
Results by excluding one loss term each in Equation (6). We present the quantitative ablation results in Table 3.

where D is the ground truth inverse depth map, D̂ is the
estimated inverse depth map, and β0 and β1 are the opti-
mized affine coefficients. And changing p provides the er-
ror selection, either MAE (p = 1) or RMSE (p = 2). The
optimization for computing AI(1) is computed by the iter-
atively re-weighted least squares (IRLS) with 5 iterations,
and AI(2) is computed with a single iteration since it has
deterministic optimization. We also report Spearman’s rank
correlation coefficient ρs.

We compare our method with three dual-pixel depth es-
timation methods. For Punnappurath et al. [23] and Pan et
al. [21], we directly run their publicly released source code.
Since Wadhwa et al. [29] has no released source code, we
implement their method following their descriptions in their
work. We again use the dataset by Punnappurath et al. [23],
which also provides the ground-truth inverse depth for test-
ing.

As a result, the evaluation results are shown in Table 2,
and the inverse depth estimation result is presented in Fig-
ure 6. Our method shows the best score on all evaluation
metrics among the compared methods. And again, our re-
sult shows higher consistency and uniformity than other
methods, which reveals our learning-based method outper-
forms traditional patch-matching-based methods.

5.4. Ablation Study

We first describe the effectiveness of our pretraining. As
shown in Figure 7(c), the naïve baseline [17] fails to esti-
mate the positive disparity. On the other hand, our pretrain-
ing (Figure 7d) enables us to estimate bidirectional dispar-
ity.

We also show the effect of our multiple loss in self-
supervised learning. For this ablation study, we begin with
the pretrained stereo network that already learns to produce

Table 2. Unidirectional evaluation result with comparison to the
other dual-pixel depth estimation methods. The last column is the
geometric mean of three evaluation metrics. A lower number is
better for all AI(1), AI(2), and 1− |ρs|. The best scores are high-
lighted in bold.

AI(1)↓ AI(2)↓ 1− |ρs|↓
Wadhwa et al. [29] 0.0463 0.0740 0.2898
Punnappurath et al. [23] 0.0449 0.0724 0.2703
Pan et al. [21] 0.0894 0.1491 0.5152
Ours 0.0391 0.0682 0.2619

Table 3. Quantitative ablation study results. We use the same met-
rics used for quantitative evaluation (Section 5.3). We conduct ex-
periments by turning off each loss component in Equation (6). The
best scores are highlighted in bold. Note that all the experiments
have been done with pretraining. The best scores are highlighted
in bold.

Lkernel Lphoto Lsmooth AI(1)↓ AI(2)↓ 1−|ρs|↓
– – – 0.0826 0.1301 0.4286
✓ – – 0.0660 0.1011 0.3057
– ✓ – 0.0656 0.1051 0.3156
– – ✓ 0.1122 0.1798 0.7349
✓ ✓ – 0.0398 0.0685 0.2640
✓ – ✓ 0.0689 0.1047 0.3113
– ✓ ✓ 0.0502 0.0787 0.2818
✓ ✓ ✓ 0.0391 0.0682 0.2619

bidirectional disparity. We conduct self-supervised learning
with combinations of different loss functions with the same
hyperparameters and a fixed number of iterations. The setup
and the quantitative results are shown in Table 3 and esti-
mated disparity map is shown in Figure 7(d)-(g). We use the
same dataset and metrics for all ablation experiments. As a
result, we discover that our self-supervised learning method

5029



(a) Canon EOS 5D Mark IV DSLR
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(b) Google Pixel 4 smartphone
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Figure 8. The first and third columns show spatially-varying blur
kernels of two different dual-pixel cameras: Canon EOS 5D (Mark
IV) DSLR camera with Sigma Art 50 mm f /1.4 lens (our mea-
surement) and Google Pixel 4 camera. The second and fourth
columns present the absolute difference maps between the sam-
pled left kernels and the horizontally-inverted right kernels. If
they are perfectly symmetric, the different maps should include
only zeros (blue). Refer to the supplemental for more details of
this PSF experiment setup. Our DSLR measurement exhibits con-
sistent symmetric PSFs across the image, whereas the Pixel shows
apparent inconsistency, particularly at the corners.

with all four loss functions improves the performance from
pretraining.

As shown in Table 3 and Figure 7, the photometric loss
is essential to perform self-supervised learning. Our kernel-
split symmetry loss reduces the artifact significantly over
homogeneous depth regions. Smoothness loss also quan-
titatively improves results along with the photometric loss,
but the impact of the smooth term is less powerful than the
other two terms.

6. Discussion

Occlusion. Since dual-pixel cameras produce a dual-pixel
image pair with a very small horizontal shift, so the age-
long occlusion problem in stereo disparity estimation does
not appear significantly in the dual-pixel setup. We show
some example occlusion maps in the supplemental material.
DSLR vs. Google Pixel dataset. Our bidirectional dispar-
ity estimation method relies on the kernel symmetry (Sec-
tion 4.2), so the quality of blur kernels on a dual-pixel im-
age is crucial. Our method is trained and tested using data
captured by a high-end DSLR camera, Canon 5D Mark
IV, so that we can obtain high-quality images with mini-
mal optical aberrations. We compare the PSF of the DSLR
camera with that of Google Pixel 4 provided by Xin et
al. [34] (Figure 8). The result shows that the DSLR creates
reflection-symmetric kernels; on the other hand, the Pixel
camera exhibits asymmetric ones. We argue that the asym-
metry comes from optical aberrations of the smartphone
camera’s optics. In addition, the Pixel dataset suffers from
severe pincushion distortion (see the corners in Figure 8(b)).

For this reason, we do not include this dataset in training
our network. Additionally, we conduct an experiment with
the Pixel dataset and our method outperforms uncalibrated
methods. We refer to these results in the supplemental.
Pre-training. There are two main purposes for using the
pre-training step. First, pre-training helps us keep our self-
supervised learning process tractable by narrowing down
the optimization space close to the optimal solution. It en-
hances the speed of self-supervised training. Second, the
size of the dual-pixel training dataset is relatively small.
The pre-training step prevents an overfitting problem in
self-supervised training. We confirm that when we mod-
ify hyperparameters, such as learning rates and iterations,
only self-supervised learning can estimate disparity at an
excessively slow speed.
Benefits of Estimating Bidirectional Disparity. The main
benefit of estimating bidirectional disparity is that a zero
value in the disparity map indicates the focus plane’s depth
in an image, which is available only from metadata in con-
ventional photography. Also, the focus plane location in-
dicates where the blurred bokeh is flipped about the fo-
cal plane. The explicit information of the focus plane lo-
cation in an image will be highly beneficial for a compu-
tational photography application such as high-fidelity syn-
thetic blurring with occlusion. In addition, our method es-
timates bidirectional disparity from a blurry dual-pixel im-
age. By using the disparity-blur relationship, the estimated
disparity can be used to deblur dual-pixel images. We leave
it as future work.

7. Conclusion
We present a novel self-supervised dual-pixel bidirectional
disparity estimation method. Without relying on any super-
vision of dual-pixel dataset, our method can estimate bidi-
rectional disparity from a given dual-pixel pair image with
high accuracy. Our method shows strong performance com-
pared with existing dual-pixel disparity estimation methods,
and we also present that our method is physically-plausible
by showing the change of disparities’ sign according to the
focus plane position.
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