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Abstract

We show that the ability of a neural network to integrate information from diverse sources hinges critically on being exposed to properly correlated signals during the early phases of training. Interfering with the learning process during this initial stage can permanently impair the development of a skill, both in artificial and biological systems where the phenomenon is known as a critical learning period. We show that critical periods arise from the complex and unstable early transient dynamics, which are decisive of final performance of the trained system and their learned representations. This evidence challenges the view, engendered by analysis of wide and shallow networks, that early learning dynamics of neural networks are simple, akin to those of a linear model. Indeed, we show that even deep linear networks exhibit critical learning periods for multi-source integration, while shallow networks do not. To better understand how the internal representations change according to disturbances or sensory deficits, we introduce a new measure of source sensitivity, which allows us to track the inhibition and integration of sources during training. Our analysis of inhibition suggests cross-source reconstruction as a natural auxiliary training objective, and indeed we show that architectures trained with cross-sensor reconstruction objectives are remarkably more resilient to critical periods. Our findings suggest that the recent success in self-supervised multi-modal training compared to previous supervised efforts may be in part due to more robust learning dynamics and not solely due to better architectures and/or more data.

1. Introduction

Learning generally benefits from exposure to diverse sources of information, including different sensory modalities, views, or features. Multiple sources can be more informative than the sum of their parts. For instance, both views of a random-dot stereogram are needed to extract the synergistic information, which is absent in each individual view [17]. More generally, multiple sources can help identify latent common factors of variation relevant to the task, and separate them from source-specific nuisance variability, as done in contrastive learning.

Much information fusion work in Deep Learning focuses on the design of the architecture, as different sources may require different architectural biases to be efficiently encoded. We instead focus on the learning dynamics, since effective fusion of different sources relies on complex phenomena beginning during the early epochs of training. In fact, even slight interference with the learning process during this critical period can permanently damage a network’s ability to harvest synergistic information. Even in animals, which excel at multi-sensor fusion, a temporary deficit in one source during early development can permanently impair the learning process: congenital strabismus in humans can cause permanent loss of stereopsis if not corrected sufficiently early; similarly, visual/auditory misalignment can impair the ability of barn owls to localize prey [18]. In artificial networks, the challenge of integrating different sources has been noted in visual question answering (VQA), where the model often resorts to encoding less rich but more readily accessible textual information [2,6], ignoring the visual modality, or in audio-visual processing, where acoustic information is often washed out by visual information [32].

Such failures are commonly attributed to the mismatch in learning speed between sources, or their “information asymmetry” for the task. It has also been suggested, based on limiting analysis for wide networks, that the initial dynamics of DNNs are very simple [16], seemingly in contrast with evidence from biology. In this paper, we instead argue that the early learning dynamics of information fusion in deep networks are both highly complex and brittle, to the point of exhibiting critical learning periods similar to biological systems.

In Sect. 2, we show that shallow networks do not exhibit critical periods when learning to fuse diverse sources of information, but deep networks do. Even though, unlike animals, artificial networks do not age, their learning success is still decided during the early phases of training. The ex-
existence of critical learning periods for information fusion is not an artifact of annealing the learning rate or other details of the optimizer and the architecture. In fact, we show that critical periods for fusing information are present even in a simple deep linear network. This contradicts the idea that deep networks exhibit trivial early dynamics [16, 23]. We provide an interpretation for critical periods in linear networks in terms of mutual inhibition/reinforcement between sources, manifest through sharp transitions in the learning dynamics, which in turn are related to the intrinsic structure of the underlying data distribution.

In Sect. 3, we introduce a metric called “Relative Source Variance” to quantify the dependence of units in a representation to individual sources, allowing us to better understand inhibition and fusion between sources. Through it, in Sect. 4, we show that temporarily reducing the information in one source, or breaking the correlation between sources, can permanently change the overall amount of information in the learned representation. Moreover, even when downstream performance is not significantly affected, such temporary changes result in units that are highly polarized and process only information from one source or the other. Surprisingly, we found that the final representations in our artificial networks that were exposed to a temporary deficit mirrored single-unit animal representations exposed to analogous deficits (Fig. 4, Fig. 6).

We hypothesize that features inhibit each other because they are competing to solve the task. But if the competitive effect is reduced, such as through an auxiliary cross-source reconstruction task, the different sources can interact synergistically. This supports cross-modal reconstruction as a practical self-supervision criterion. In Sect. 4.4, we show that indeed auxiliary cross-source reconstruction can stabilize the learning dynamics and prevent critical periods. This lends an alternate interpretation for the recent achievements in multi-modal learning as due to the improved stability of the early learning dynamics due to auxiliary cross-modal reconstruction tasks, rather than to the design of the architecture.

Empirically, we show the existence of critical learning periods for multi-source integration using state-of-the-art architectures (Sect. 4.3-4.4). To isolate different factors that may contribute to low-performance on multi-modal tasks (mismatched training dynamics, different informativeness), we focus on tasks where the sources of information are symmetric and homogeneous, in particular stereo and multi-view imagery. Even in this highly controlled setting, we observe the effect of critical periods both in downstream performance and/or in unit polarization. Our analysis suggests that pre-training on one modality, for instance text, and then adding additional pre-trained backbones, for instance visual and acoustic, as advocated in recent trends with Foundation Models, yields representations that fail to encode synergistic information. Instead, training should be performed across modalities at the outset. Our work also suggests that asymptotic analysis is irrelevant for deep network fusion, as their fate is sealed during the initial transient learning. Also, conclusions drawn from wide and shallow networks do not transfer to deep networks in use in practice.

### 1.1. Related Work

**Multi-sensor learning.** There is a large literature on sensor fusion in early development [27], including homogeneous sensors that are spatially dislocated (e.g., two eyes), or time-separated (e.g., motion), and heterogeneous sources (e.g., optical and acoustic, or visual and tactile). Indeed, given normal learning, humans and other animals have the remarkable ability to integrate multi-sensory data, such as incoming visual stimuli coming into two eyes, as well as corresponding haptic and audio stimuli. Monkeys have been shown to be adept at combining and leveraging arbitrary sensory feedback information [9].

In deep learning, multi-modal (or multi-view learning) learning typically falls into two broad categories: learning a joint representation (fusion of information) and learning an aligned representation (leveraging coordinated informa-
tion in the multiple views) [5]. A fusion-based approach is beneficial if there is synergistic information available in the different views, while an alignment-based approach is helpful if there is shared information common to the different views (Fig. 1). Such a division of information typically affects architectural and model choices: synergistic information requires the information from the different modalities to be fused or combined, whereas shared information often serves as a self-supervised signal that can align information from the different modalities, as in contrastive learning [8, 29, 30], correlation based [3], and information-theoretic approaches [20, 21].

Critical periods in animals and deep networks: Such architectural considerations often neglect the impact coming from multisensory learning dynamics, where information can be learned at different speeds from each sensor [34]. Indeed, [33] showed that humans and animals are peculiarly sensitive to changes in the distribution of sensory information early in training, in a phenomenon known as critical periods. Critical periods have since been described in many different species and sensory organs. For example, barn owls originally exposed to misaligned auditory and visual information cannot properly localize prey [22]. Somewhat surprisingly, similar critical periods for learning have also been observed in deep networks. [1] found that early periods of training were critical for determining the asymptotic network behavior. Additionally, it was found that the timing of regularization was important for determining asymptotic performance [12], with regularization during the initial stages of training having the most influential effect.

Masked/de-noising Autoencoders: Reconstructing an input from a noisy or partial observation has been long used as a form of supervision. Recently, an in part due the successful usage of transformers in language [31] and vision tasks [11], such a pre-training strategy has been successfully applied to text [10] and vision tasks [14]. An extension of this has been recently applied to multi-modal data [4].

Models of learning dynamics We consider two approaches to gain analytic insight into the learning dynamics of deep networks. [25, 26] assume that the input-output mapping is done by a deep linear network. We show that under this model critical periods may exist. [16, 23] assume instead infinitely wide networks, resulting in a model linear with respect to the parameters. In this latter case, no critical period is predicted contradicting our empirical observations on finite networks.

2. A model for critical periods in sensor-fusion

We want to establish what is the difference, in terms of learning dynamics, between learning how to use two sources of information at the same time, or learning how to solve a task using each modality separately and then merging the results. In particular we consider the counterfactual question: if we disable sensor A during training, would this change how we learn to use sensor B? To start, let’s consider the simple case of a linear regression model $y = Wx$ trained with a mean square error loss

$$L = \frac{1}{N} \sum_{i=1}^{N} \frac{1}{2} ||y^{(i)} - Wx^{(i)}||^2$$

where $D = \{(x^{(i)}, y^{(i)})\}_{i=1}^{N}$ is a training set of i.i.d. samples. In this simplified setting, we consider each component $x_k$ of $x$ as coming from a different sensor or source. To simplify even further, we assume that the inputs have been whitened, so that the input correlation matrix $\Sigma^x = \frac{1}{N} \sum_{i=1}^{N} x^{(i)} x^{(i)T} = I$.

In this case, the learning dynamics of any source is independent from the others. In fact, the gradient of the weight $w_{jk}$ associated to $x_k$ and $y_j$ is given by

$$-\nabla_{w_{jk}} L(W) = -\nabla_{w_{jk}} \frac{1}{N} \sum_{i=1}^{N} \frac{1}{2} ||y^{(i)} - Wx^{(i)}||^2 = \Sigma_{jk}^{\Sigma x} - w_{jk}$$

and does not depend on any $w_{hl}$ with $w_{hl} \neq w_{jk}$. The answer to the counterfactual question is thus negative in this
setting: adding or removing one source of information (or output) will not change how the model learns to extract information from the other sources. However, we now show that the addition of depth, even without introducing non-linearities, makes the situation radically different.

To this effect, consider a deep linear network with one hidden layer \( y = W^2 W^1 x \). This network has the same expressive power (and the same global optimum) as the previous model. However, this introduces a mutual dependency between sensors (due to the shared layer) that can ultimately lead to critical periods in cross-sensor learning. To see this, we use an analytical expression of the learning dynamics for two-layer deep networks \([25, 26]\). Let \( \Sigma^{yx} = \frac{1}{N} \sum_{i=1}^{N} y^{(i)} x^{(i)T} \) be the cross-correlation matrix between the inputs \( x \) and the target vector \( y \) and let \( \Sigma^{yx} = U S V^T \) be its singular-value decomposition (SVD). \([26]\) shows that the total weight \( W(t) = W^2(t) W^1(t) \) assigned to each source at time \( t \) during the training can be written as

\[
W(t) = W^2(t) W^1(t) = U A(t) V^T
\]

where

\[
a_{\alpha}(t) = \frac{s_{\alpha} e^{2s_{\alpha} t/\tau}}{e^{2s_{\alpha} t/\tau} - 1 + s_{\alpha} / a_{\alpha}^0}.
\]

This leads to non-linear learning dynamics where different features are learned at sharply distinct points in time \([26]\). Moreover, it leads to entanglement between the learning dynamics of different sources due to the eigenvectors \( v^\alpha \) mixing multiple sources.

Disabling (or adding) a source of information corresponds to removing (or adding) a column to the matrix \( \Sigma^{yx} \), which in turn affects its singular-value decomposition and the corresponding learning dynamics. To see how this change may affect the learning dynamics, in Fig. 2 we compare the weights associated to each sensor during training for one particular task. In solid we show the dynamics with all sensors active at the same time. In dashed line we show the dynamics when one of the sensors is disabled. We see that disabling a sensor (green in the figure) can completely inhibit learning of other task-relevant features (e.g., the gray feature) during the initial transient. This should be compared with the learning dynamics of a shallow one-layer network (Fig. 2, right) where all task-relevant features are learned at the same time, and where removal of a source does not affect the others.

In deep linear networks, the suboptimal configuration learned during the initial transient is eventually discarded, and the network reverts to the globally optimal solution. In the following we show this is not the case for standard non-linear deep networks. While the initial non-trivial interaction between sources of information remain, the non-linear networks are unable to unlearn the suboptimal configurations learned at the beginning (owing to the highly non-convex landscape). This can result in permanent impairments if a source of information is removed during the initial transient of learning, which reflects the trends observed in critical periods in animals.

3. Single Neuron Sensitivity Analysis

Before studying the empirical behavior of real networks on multi-sensor tasks, we should consider how to quantify the effect of a deficit on a down-stream task. One way
In this section, we investigate the learning dynamics of deep networks during the initial learning transient when

is to look at the final performance of the model on the task. For example, animals reared with a monocular deprivation deficit have reduced accuracy on a visual acuity test and, similarly, deep networks may show reduced classification accuracy [1]. However, in some cases deficits may not drastically impair the accuracy but may still affect how the model is organized internally. Individuals with strabismus or ambliopia can perform just as well on most tasks, since the individual information coming from each sensor separately is enough to compensate. But the connectivity scheme of the synapses may change so that neurons eventually process only information from one sensor or the other, and not from both together, as observed in individuals without deficits [33].

To understand whether units in a representation of multisensory inputs depend on both sensors or only a particular sensor, we introduce a measure of Relative Source Variance. We first define the Source Variance (SV) for unit $i$ of a representation due to sensor A, conditioned on an example $b$ as

$$SV_i(A, b) = \text{Var}(f(A, B)_i | B = b),$$

where $f$ denotes the mapping from multisensory inputs to the representation and $i$ indexes the unit of the representation. We note that the value of $SV_i(A, b)$ depends on the example $b$. We use an analogous formula for $SV_i(B, a)$.

Typically, we are interested in the distribution of the Source Variance of the units $i$ in a representation, as a function of many examples $a$ and $b$. To capture this, we define a notion of Relative Source Variance (RSV) for unit $i$ as:

$$RSV_i(a, b) = \frac{SV_i(A, b) - SV_i(B, a)}{SV_i(A, b) + SV_i(B, a)}$$

(5)

If the RSV is 1, this means that the unit is only sensitive to sensor A, and if the RSV is $-1$, the unit is sensitive to sensor B. To compute $SV(A, b)$ (and analogously for $SV(B, a)$) from samples, we fix a sample $b$, and vary the inputs $a$, sampling from $a \sim p(a)$. We run this for multiple fixed samples from $b$, performing the computation over a batch. We perform analogous computations for $SV(B, a)$ We compute the $RSV_i(a, b)$ for all units $i$ from a representation, and for many examples $a$ and $b$. We then plot the distribution of RSVs, aggregating across all units (see, e.g., Fig. 4-6). In particular, we track how the distribution changes as a result of sensory deficits and perturbations, as well as how the distribution changes during normal training. Note that $-1 \leq RSV_i(a, b) \leq 1$. If $RSV_i(a, b) = 1$ (or -1) is 1, this means that the unit is only sensitive to sensor A (or B). If $RSV_i(a, b) = 0$ the unit is equally sensitive to both sensors. For controlled simulations (See Appendix A.1), we show the variety of distributions of units in a representation that the RSV can measure in Fig. 3. In our experiments, described next, we computed the RSV on units from the final layer before linear classification.

4. Critical learning periods in deep multisensor networks

In this section, we investigate the learning dynamics of deep networks during the initial learning transient when
4.1. Inhibition of a weak source

Uncorrected vision problems in an eye during early childhood can cause permanent visual impairment in humans, whereas even after correction the patient only sees through the unaffected eye and does not recover vision in the affected eye (ambliopia, or lazy-eye). We explore whether such inhibition of a sensor can happen in DNNs following a similar experimental setup to [1]. To simulate binocular data from single images, we partition each image in a left and right crop and feed each to two separate pathways of the network, which are then fused in an additive manner at a later stage. For each initial pathway, we used the early stages of a ResNet-18 backbone. We then simulate the blurry vision of a weak eye by downsampling the input of the right pathway by \(4 \times\), and then resized the image to the original size. After training for \(t_0\) initial epochs with the blur deficit, we remove it and train for further 180 epochs to ensure convergence (see Appendix for details). Our experimental setup is schematized in Fig 4 (top panel). Here we focus on the simple CIFAR-10 classification dataset, and we later examine different architectures and datasets, and learning approaches.

At the end of the training, both sensors are working well and contain partially disjoint information about the task variable, so the network would benefit from using both of them. However, in Fig. 4 we see from the RSV that weakening the right sensor by blurring it during the initial transient will permanently inhibit its use even after removing the deficit. More specifically, at the end of normal training units in the network attend equally to either sensor (leftmost panel). However, in the network trained with a short deficit the neurons only encode information about the “initially good” left sensor (the RSV of the units concentrates around -1, rightmost panel). This mirrors the ocular dominance findings present in monkeys with a cataract [33, Fig. 7]. Similarly, the longer the deficit is present during the initial training, the more the downstream performance on the CIFAR-10 classification task is impaired (Fig. 5, left).

However, the reduction of performance is not as drastic as the RSV change, since the network can compensate and achieve a good accuracy on the task using only the good sensor.

Dependency on depth. In Sect. 2 we note that depth is fundamental to make critical periods emerge in multi-sensor networks. We further claim that increasing the depth of the network makes critical periods more evident. Indeed, in Fig. 5 (center) we show that increasingly deeper network have increasingly more marked permanent impairment as a result of a temporary deficit.

4.2. Learning synergistic information

We have seen that temporary weakening of one sensor may completely inhibit its learning. We now consider an alternative deficit where the two sensors are both working well, but are initially trained on uncorrelated data and only later trained together. This situation is common in every day machine learning, for example when pre-training backbones on different modalities separately (e.g., a text and a vision backbone) and then fine-tuning them together on a downstream task.

Dissociation deficit. To keep the two modalities symmetrical, we consider a similar set up as before where we feed to each pathway of a network the left and a right crop of an image. Both crops are now always full-resolution. However, we introduce a dissociation deficit, during which
the right crop is sampled from a different image than the left one. During the dissociation, the task is to predict either the class of the left image or the right image with probability 0.5. This deficit removes any synergistic information between the two pathways, but still encourages the two pathways to extract any unique information from the inputs.

We observe that this setup too has a critical period: In Fig. 6, we see that, after normal training, the units are equally sensitive to both the left and right inputs (histogram clusters around zero). However, after training with an increasingly longer dissociation deficit, the histogram becomes increasingly polarized around ±1, suggesting that each unit is encoding information only about the right or the left image. This precludes the possibility that the network is extracting synergistic information from the two views (which would entail units that process information from both sensors). This mirrors the ocular dominance representations observed in strabismic monkeys [33, Fig. 10-12]. Similarly to the dissociation deficit, in strabismus, the eyes are not aligned, thus breaking the normal correlation between the views. The dissociation deficit also produces a permanent impairment in the downstream performance (Fig. 5, right) but again the effect is not as drastic as in the RSV plot since the network compensates by using each pathway separately (albeit synergistic information is lost).

4.3. Synergistic information in videos

So far we have seen that supervised deep networks, similar to humans and animals, have critical periods for learning correspondences between multi-view data. We confirmed this both at the behavioural (measured in terms of performance and visual acuity for the deep networks and animals respectively) and at the representation level, quantified by the neuron sensitivity. We now investigate whether such phenomenon generalize across learning strategies, architecture, and tasks.

Multi-View Transformer. Aside from integrating information from different sensors, animals and artificial networks need to be able to integrate information through time. We can think of frames of a video as being different views or sources of information that are correlated through time, and we can study how a network learns to integrate such information. We opted to use a more flexible transformer-based visual architecture, which has recently achieved state-of-the-art results in computer vision tasks [11, 14], and language tasks [10, 31]. Visual transformers are typically trained either with a supervised loss [11] or a masking-based objective, followed by fine-tuning [14]. We focus now on the first case, and analyze the second in the next section. In order to process multiple frames of a video, we use a modified Multi-Modal Masked Auto-Encoder [4], which we train in a fully supervised fashion. We refer to this as a Multi-View Transformer.

To capture multiple views of a scene, we opted to use the the Kinetics Action classification video dataset [7], which consist in classifying one of 400 possible actions given a video clip. To adapt the task to our setting, from each video we select two random frames that are a multiple of 0.33 seconds apart to comprise our two views, and feed them to the Multi-View Transformer. Due to their temporal correlation, the two frames together contain more information (the motion) than either frame individually. We use a similar dissociation deficit as in the previous section: During the dissociation deficit period, we sampled the two frames from independent videos in order to break their temporal correlation. In this case, the classification label coming from either view with \( p = 0.5 \) (see Appendix for training details). We introduce the deficit in a sliding window of fixed size starting, and vary the starting time to measure the sensitivity of each part of the training process.

Even on a largely different architectures (transformer instead of ResNet) and a more complex task (action classification on natural video instead of CIFAR-10), in Fig. 8 we observe the same trends as in the previous section. Training with a temporary dissociation deficit permanently prevents the network from extracting synergistic temporal information from the frames. Unlike in the previous experiment, since the synergistic information is fundamental for the ac-
Figure 7. **Top.** Example inputs (left column), reconstructions (middle columns), and original targets (right columns) for the Multi-View Transformer, with random sampling of patches from the two views. Note that the model can reconstruct missing information from one view using the other.

Figure 8. **Masking objective with cross-sensor reconstruction loss does not exhibit a critical learning period.** We found that the unsupervised network was much more robust to perturbations early in the training (red trace), whereas that supervised objective was not (blue trace).

4.4. **Overcoming critical periods with cross-sensor reconstruction**

Our previous experiments suggest that critical periods can be caused by competition between sensors which increases the selectivity of the units. If this is the case, we may hypothesize that training adding a cross-sensor reconstruction objective may help forcing the unit to learn how to encode cross-sensor information. To test this hypothesis, we train the Multi-View transformer of Sec. 4.3 using the cross-sensor masking-based reconstruction objective of [4] and compare it with the supervised case. The self-supervised masked-image reconstruction task could encourage correspondences to be learned (if un-occluded parts of one view are helpful for reconstructing the other view), and may force learning synergistic information irrespective of the initial transient. In Fig. 7, we show that indeed the masking-based pre-training is successful in using information from one source to predict masked patches of the other.

We train using the same protocol as Sec. 4.3 to pre-train the Multi-View Transformer using the cross-reconstruction objective. We then subsequently fine-tuned for 20 epochs on the downstream supervised classification task (see Appendix for details). In Fig. 8 we see that the unsupervised network was much more robust to perturbations early in the training, whereas that supervised objective was not. To understand whether such robustness was due to large changes to the representation when fine-tuning, we applied the RSV on the output of the encoder’s representation and found that while the resulting distribution became slightly more symmetrically balanced, it retained a similar bimodal distribution to the pre-trained representation. (Fig. 14).

5. **Discussion**

We have shown – in a variety of architectures and tasks – the existence of critical learning periods for multi-source integration: a temporary initial perturbation of an input source may permanently inhibit that source, or prevent the model from learning how to combine multiple sources. These trends replicate similar phenomena in animals, and point to the underlying complexity and brittleness of the learning dynamics that allow a network (or an animal) to fuse information. To simplify the analysis of the learning dynamics, we focused on tasks with homogeneous sources (stereo, video). We leave to future work to further study the role played by the asymmetry between sources (e.g., different informativeness or ease). Our theoretical and empirical analysis leads to several suggestions: Pre-training different backbones separately on each modality, as advocated in some foundational models, may yield representations that ultimately fail to encode synergistic information. Instead, training should be performed across modalities at the outset. On the theoretical side, our work suggests that analysis “at convergence” of the learning dynamics of a network are irrelevant for sensor fusion, as their fate is sealed during the initial transient learning. It also suggests that conclusions drawn from wide and shallow networks may not transfer to deep networks in current use.
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