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Abstract
Foundation models have shown outstanding performance and generalization capabilities across domains. Since most studies on foundation models mainly focus on the pretraining phase, a naive strategy to minimize a single task-specific loss is adopted for fine-tuning. However, such fine-tuning methods do not fully leverage other losses that are potentially beneficial for the target task. Therefore, we propose Meta Loss Transformer (MELTR), a plug-in module that automatically and non-linearly combines various loss functions to aid learning the target task via auxiliary learning. We formulate the auxiliary learning as a bi-level optimization problem and present an efficient optimization algorithm based on Approximate Implicit Differentiation (AID). For evaluation, we apply our framework to various video foundation models (UniVL, Violet and All-in-one), and show significant performance gain on all four downstream tasks: text-to-video retrieval, video question answering, video captioning, and multi-modal sentiment analysis. Our qualitative analyses demonstrate that MELTR adequately ‘transforms’ individual loss functions and ‘melts’ them into an effective unified loss. Code is available at https://github.com/mlvlab/MELTR.

1. Introduction
Large-scale models trained on a huge amount of data have gained attention due to their adaptability to a wide range of downstream tasks. As introduced in [1], deep learning models with the generalizability are referred to as foundation models. In recent years, several foundation models for various domains have been proposed (e.g., [2,3] for natural language processing, [4,5] for images and language, and [6–8] for videos) and they mainly focus on pretrain the model often with various multiple pretext tasks. On the other hand, strategies for fine-tuning on downstream tasks are less explored. For instance, a recently proposed video foundation model UniVL [7] is pretrained with a linear combination of several pretext tasks such as text-video alignment, masked language/frame modeling, and caption generation. However, like other domains, fine-tuning is simply performed by minimizing a single target loss. Other potentially beneficial pretext tasks have remained largely unexplored for fine-tuning.

Auxiliary learning is a natural way to utilize multiple pretext task losses for learning. Contrary to multi-task learning that aims for generalization across tasks, auxiliary learning focuses only on the primary task by taking advantage of several auxiliary tasks. Most auxiliary learning frameworks [9,10] manually selected auxiliary tasks, which require domain knowledge and may not always be beneficial for the primary task. To automate task selection, meta learning was integrated into auxiliary learning [11–13]. Here, the model learns to adaptively leverage multiple auxiliary tasks to assist learning of the primary task. Likewise, the pretext task losses can be unified into a single auxiliary loss to be optimized in a way that helps the target downstream task.

To this end, we propose Meta Loss Transformer (MELTR), a plug-in module that automatically and non-linearly transforms various auxiliary losses into a unified loss. MELTR built on Transformers [14] takes the target task loss as well as pretext task losses as input and learns their relationship via self-attention. In other words, MELTR learns to fine-tune a foundation model by combining the primary task with multiple auxiliary tasks, and this can be viewed as a meta-learning (or ‘learning-to-learn’) problem. Similar to meta-learning-based auxiliary learning frameworks [13,15], this can be formulated as a bi-level op-
timization problem, which generally involves a heavy computational cost due to the second-order derivative and its inverse, e.g., the inverse Hessian matrix. To circumvent this, we present an efficient training scheme that approximates the inverse Hessian matrix. We further provide empirical analyses on the time-performance trade-off of various optimization algorithms.

To verify the generality of our proposed method, we apply it to three video foundation models: UniVL [7], Vi-olet [16], and All-in-one [17]. These foundation models are originally pretrained with a linear combination of several pretext tasks such as text-video alignment, masked language/frame modeling, and caption generation. We experiment by fine-tuning on the text-to-video retrieval, video question answering, video captioning, and multi-modal sentiment analysis task with five datasets: YouCook2, MSRVTT, TGIF, MSVD, and CMU-MOSI. For each task and dataset, our MELTR improves both previous foundation models and task-specific models by large margins. Furthermore, our extensive qualitative analyses and ablation studies demonstrate that MELTR effectively learns to non-linearly combine pretext task losses, and adaptively re-weights them for the target downstream task.

To sum up, our contributions are threefold:

- We propose MEta Loss TRansformer (MELTR), a novel fine-tuning framework for video foundation models. We also present an efficient optimization algorithm to alleviate the heavy computational cost of bi-level optimization.

- We apply our framework to three video foundation models in four downstream tasks on five benchmark video datasets, where MELTR significantly outperforms the baselines fine-tuned with single-task and multi-task learning schemes.

- We provide in-depth qualitative analyses on how MELTR non-linearly transforms individual loss functions and combines them into an effective unified loss for the target downstream task.

2. Related work

Video foundation models. With sufficient computational power and an abundant source of data, there have been attempts to build a single large-scale foundation model that can be adapted to diverse downstream tasks. Along with the success of foundations models in the natural language processing domain [3, 18, 19] and in computer vision [2, 4, 5], video data has become another data type of interest, as it has grown in scale due to numerous internet video-sharing platforms. Accordingly, several methods to train a video foundation model have been proposed. Due to the innate multi-modality of video data, i.e., a combination of visual · vocal · textual context, most works have centered around the variations of the cross-modal attention mechanism [2, 6, 7, 20–24]. In addition, as most video data lack proper labels or descriptions, contrastive learning methods were studied to learn meaningful feature representations or enhance video-text alignment in a self-supervised manner [6, 7, 24, 25].

More specifically, MERLOT [8] proposed a multi-modal representation learning method for visual commonsense reasoning, which also performed well in twelve video reasoning tasks. VATT [6] introduced a multi-modal learning method via contrastive learning. The pre-trained model performed well in a variety of vision tasks from image classification to video action recognition and zero-shot video retrieval. Another representative work, UniVL [7] proposed a straightforward pre-training method with auxiliary loss functions. After fine-tuning on a specific task, the pre-trained model performed outstandingly in a wide range of tasks of text-to-video retrieval, action segmentation, action step localization, video sentiment analysis, and video captioning. Other foundation models for multiple video tasks include [16, 17, 26–29].

Auxiliary learning. In order to enhance the performance of one or a multitude of primary tasks, auxiliary learning methods can be incorporated. [30] introduced Multi-task learning (MTL) to the deep neural networks by training a single model with multiple task losses to assist learning on the main task. Such a method is generally adapted to pre-train the foundation models in the self-supervised manner [16, 17, 26–29]. However, these various pretext task losses used in the pre-training phase are ignored in the fine-tuning phase, and only the primary task loss is minimized.

Recently, meta-learning methods have been introduced for auxiliary learning. [11–13] proposed a meta-learning method in which the model learns auxiliary tasks to generalize well to unseen data. In these settings, a separate subset of data is held out as the primary task, while the others are used as auxiliary tasks that aid the primary task’s performance. Similar methods were adopted for computer vision tasks such as semantic segmentation [31]. Other domain applications include navigation tasks with reinforcement learning [32], or self-supervised learning methods on graph data [15].

3. Preliminaries

We briefly introduce UniVL [7], a video foundation model used as one of baselines for our learning method. We also explain two types of optimization schemes for bi-level optimization problems which commonly occur in meta-learning and auxiliary learning.
Approximate Implicit Diff.

The sum of pretext loss functions given as:

\[ \nabla \mathcal{L}_\mathcal{T}(w_k, \phi_k) \]

\[ \nabla \mathcal{L}_\mathcal{V}(w_k, \phi_k) \]

Although UniVL minimizes multiple pretext loss functions during pre-training, it optimizes only one target task loss for fine-tuning, e.g., \( \mathcal{L}_{\text{Align}} \) for video retrieval and \( \mathcal{L}_{\text{Decoder}} \) for video captioning. That is, other loss functions, which are potentially helpful for the target downstream task, are not utilized during fine-tuning. This observation motivates our framework that automatically learns how to combine multiple losses for fine-tuning. This can be viewed as hyperparameter optimization via meta-learning.

3.2. Bi-level optimization and hypergradient approximation

Bi-level optimization commonly arises in meta-learning and hyperparameter optimization. One general class of bi-level problems is given as:

\[
\begin{align*}
\min_{\phi \in \Phi} f(\phi) := & \mathcal{L}_\mathcal{V}(w^*(\phi), \phi) \\
\text{s.t.} & \ w^*(\phi) = \arg \min_w \mathcal{L}_\mathcal{T}(w, \phi),
\end{align*}
\]

where \( \phi \in \Phi \) is an upper-level decision vector, and \( w \in \mathbb{R}^d \) is a lower-level decision vector. \( \mathcal{L}_\mathcal{V} : \mathbb{R}^d \times \phi \to \mathbb{R} \) and \( \mathcal{L}_\mathcal{T} : \mathbb{R}^d \times \phi \to \mathbb{R} \) are upper-level and lower-level loss functions, respectively. For instance, in hyperparameter optimization, \( \phi \) is a set of hyperparameters and \( w \) is model parameters. \( \mathcal{L}_\mathcal{T} \) and \( \mathcal{L}_\mathcal{V} \) can be mapped to training and validation loss functions, respectively.

Grazzi et al. [36] have investigated bi-level optimization algorithms from the hypergradient approximation perspective. Hypergradient is the gradient of upper-level objective (i.e., \( \nabla \mathcal{L}_\mathcal{V} \)) and it is used for updating upper-level decision vector \( \phi \). Popular approaches in the literature [36] can be categorized into two groups: Iterative Differentiation (ITD) and Approximate Implicit Differentiation (AID).

### Iterative Differentiation [13, 37–40]

This algorithm unrolls the upper-level optimization into two stages by defining a fixed-point parameter \( \tilde{w}_k(\phi) \), where \( k \) denotes the upper-level optimization step. \( \tilde{w}_k(\phi) \) is derived by taking iterative learning steps from \( w_k \). Then, assuming this as a contraction mapping with respect to \( w_k \) [36], the hypergradient \( \nabla \mathcal{L}_\mathcal{V}(\tilde{w}_k, \phi_k) \) can be approximated with \( \nabla \mathcal{L}_\mathcal{V}(w_k, \phi_k) \), as in Figure 1(a) step 2. Then, with the updated upper-level decision vector \( \phi_{k+1} \), model parameter \( w_{k+1} \) is computed in the final step 3.

### Approximate Implicit Differentiation [41–43]

In this optimization scheme, the hypergradient \( \nabla \mathcal{L}_\mathcal{V}(w_k, \phi_k) \) is factorized by the implicit function theorem (IFT). This is then solved with a 2-step algorithm which requires inverse Hessian computation (Figure 1(b)). In practice, the inverse Hessian matrix is generally approximated to avoid its computational overhead of \( O(n^3) \). Then, similarly to ITD, model parameter \( w_k \) is updated to \( w_{k+1} \).

4. Method

The goal of our framework is learning to fine-tune. We propose MEta Loss TRansformer (MELTR), a novel auxiliary learning framework that adaptively combines auxiliary losses to assist fine-tuning on the target downstream task. We formulate this as a bi-level optimization problem and present an efficient training procedure with Approximated Implicit Differentiation (AID) built on the Implicit Function Theorem (IFT). Additionally, we introduce a regularization term to alleviate meta-overfitting and learn a more effective combination of loss functions.

4.1. Meta Loss Transformer

Our framework generates a unified auxiliary loss function \( \mathcal{L}_{\text{aux}} \) by combining auxiliary losses \( \mathcal{L}_{\text{Joint}}, \mathcal{L}_{\text{Align}}, \ldots, \mathcal{L}_{\text{Decoder}} \). In other words, our framework takes loss values from multiple auxiliary tasks and converts them to a new combined loss value as shown in Figure 2. In order to leverage the relationship between
The Meta Loss Transformer (MELTR) is a plug-in module for meta auxiliary learning. The auxiliary pretext task losses derived from the video foundation model (e.g., UniVL [7]) are input to MELTR, which is a transformer-based module that non-linearly aggregates the loss values from different tasks. The module is optimized to help learning of the primary task. This figure illustrates the case when video captioning ($L_{\text{Decoder}}$) is the primary task.

primary and auxiliary tasks, we adopt the Transformer [14] architecture.

Let $F(\cdot; w)$ denote a backbone foundation model parameterized by $w$. For $t$-th task, given input data $x$ and its label $y_t$, the loss value $\ell_t$ is defined as:

$$\ell_t = L_t(F(x; w), y_t),$$

where $L_t$ is a loss function for $t$-th task. With loss values $\ell = [\ell_0, \ldots, \ell_T]$ from the primary task $t = 0$ and auxiliary tasks $\{t = 1, \ldots t = T\}$, our framework MELTR learns a unified auxiliary loss function defined as:

$$L_{\text{aux}} := \text{MELTR}(\ell; \phi),$$

where MELTR($\cdot; \phi$) is a transformer-based neural network parameterized by $\phi$, which are meta-parameters in our meta-learning formulation. In order to feed loss values, $\ell_0, \ldots, \ell_T$ to a Multi-head Self-attention layer, we transform a scalar loss value into the scale embedding ($SE$) and the task embedding ($TE$). Each auxiliary loss value is first projected to a $d$-dimensional vector via $SE(\cdot)$, which is an MLP layer with a non-linear activation. Similarly, we adopt a learnable embedding layer for $TE$, which plays the role of positional encodings. Then, $SE: \mathbb{R} \rightarrow \mathbb{R}^d$ and $TE: \{0, \ldots, T\} \rightarrow \mathbb{R}^d$ are defined as:

$$SE(\ell) := \text{MLP}(\ell), \text{ and } TE(t) := \text{Embedding}(t).$$

Then, the scale and task embeddings are summed to construct an input token. The input embeddings are self-attended and finally pooled to a scalar loss value, $\text{MELTR}(\ell; \phi) \in \mathbb{R}$, by considering both the loss scale and the task information. The overall architecture with the UniVL backbone is illustrated in Figure 2.

However, when meta-data (or a validation dataset) is small, meta-learning often suffers meta-overfitting [44, 45]. In other words, meta-parameter $\phi$ may overfit to the primary task performance on small validation data. To address this problem, we additionally introduce a regularization term $L_{\text{reg}}$ given as:

$$L_{\text{reg}} = \text{MELTR}(\ell; \phi) - \sum_{t=0}^{T} \ell_t.\tag{6}$$

This encourages the learned loss $\text{MELTR}(\ell; \phi)$ to stay within a reasonable range. Then, the primary task loss $L_{\text{pri}}$, and the unified auxiliary loss $L_{\text{aux}}$ are defined as follows:

$$L_{\text{pri}} = L_0 + \gamma L_{\text{reg}}, \quad L_{\text{aux}} = \text{MELTR}(\ell; \phi),\tag{7}$$

where $\gamma$ is a regularization strength and $L_0$ is the original supervised loss for the target downstream task. For example, if $L_{\text{Align}}$ is selected as the primary loss for the text-to-video retrieval task, then $L_0 = L_{\text{Align}}$ and all other tasks are considered as pretext tasks, i.e., $\ell = [L_{\text{Align}}, L_{\text{Joint}}, L_{\text{CMLM}}, L_{\text{CMFM}}, L_{\text{Decoder}}]$. Note that the primary loss itself is also included in the list of input loss functions.

### 4.2. Objective function and optimization

MELTR learns how to fine-tune a model by non-linearly combining the auxiliary losses. This can be viewed as hyperparameter optimization, which can be formulated as a
bi-level optimization given as:
\[
\phi^* = \arg \min_{\phi} \mathcal{L}^\text{pri}(w^*(\phi)) \\
\text{s.t. } w^*(\phi) = \arg \min_w \mathcal{L}^\text{aux}(w, \phi),
\]  
(8)

where \(\phi\) denotes the (meta) parameter of MELTR, and \(w\) denotes the parameters of our backbone foundation model. Then, we adopt one variant of the Approximate Implicit Differentiation (AID) scheme to optimize (8). Specifically, to optimize (8), we first factorize the hypergradient, which is the gradient of \(\mathcal{L}^\text{pri}\) with respect to \(\phi\) as \(\nabla_\phi \mathcal{L}^\text{pri} = \nabla_w \mathcal{L}^\text{pri} \cdot \nabla_\phi w^*\), where \(\nabla_\phi w^* = \frac{-\nabla_w \mathcal{L}^\text{aux}}{\nabla_\phi \nabla_w \mathcal{L}^\text{aux}}\) by the implicit function theorem (IFT). Then, the hypergradient can be written as:
\[
\nabla_\phi \mathcal{L}^\text{pri}(w^*(\phi)) = -\nabla_w \mathcal{L}^\text{pri} \cdot \left( \nabla_w \mathcal{L}^\text{aux} \right)^{-1} \cdot \nabla_\phi \nabla_w \mathcal{L}^\text{aux}. 
\]  
(9)

The evaluation of hypergradient entails the computation of the inverse of second-order derivatives. In the literature [12, 41], to accelerate the computation, the Neumann series is commonly adopted as:
\[
\left( \nabla_w \mathcal{L}^\text{aux} \right)^{-1} = \lim_{i \to \infty} \sum_{j=0}^{i} (I - \nabla_w \mathcal{L}^\text{aux})^j. 
\]  
(10)

In practice, the summation of an infinite series in (10) is approximated by a finite sequence. For instance, the number of iterations \(i\) is usually truncated to a small integer (e.g., \(i = 3\) in [12]) in exchange for slight performance decay. However, this still requires considerable amount of time in the iterative computation of the Hessian matrix in (10). We further simplify it by approximating the Hessian matrix in (9) as the identity matrix \(I\). Then, our approximated gradient is given as follows:
\[
\nabla_\phi \mathcal{L}^\text{pri}(w^*(\phi)) \approx -\nabla_w \mathcal{L}^\text{pri} \cdot \nabla_\phi \nabla_w \mathcal{L}^\text{aux}. 
\]  
(11)

This completely removes the need for computation of the inverse Hessian matrix, which otherwise would have required a time complexity of \(O(n^3)\). In our experiments, we observe that there is no significant degradation in terms of the performance of a fine-tuned model, see in Section 5.3.

Finally, with the approximated hypergradient (11), we utilize one variant of the AID scheme as an efficient optimization algorithm for MELTR. We first optimize \(w\) for \(K\) steps by:
\[
w^{(k+1)} = w^{(k)} - \alpha \cdot \nabla_w \mathcal{L}^\text{aux}. 
\]  
(12)

After \(K\) steps of (12), we then optimize for \(\phi\) with:
\[
\phi^* = \phi - \beta \cdot \nabla_\phi \mathcal{L}^\text{pri}(w^{(K)}(\phi)) \\
= \phi + \beta \cdot \left( \nabla_w \mathcal{L}^\text{pri} \cdot \nabla_\phi \nabla_w \mathcal{L}^\text{aux} \right), 
\]  
(13)

where \(\alpha\) and \(\beta\) are the learning rates of the backbone foundation model and MELTR, respectively. The pseudo-code of our training scheme is provided in Algorithm 1.

**Algorithm 1** MELTR optimization algorithm

**Inputs:** \(w, \phi\)

**Parameters:** learning rate \((\alpha, \beta)\), regularization coefficient \(\gamma\), inner iter \(K\)

1. while not converged do
2.   for \(k = 1\) to \(K\) do
3.     \(\ell_t = \mathcal{L}(F(x; w), y_t) \quad \forall t \in [0, T]\)
4.     \(\mathcal{L}^\text{aux} \leftarrow \text{MELTR}(\ell; \phi)\)
5.     \(w \leftarrow w - \alpha \cdot \nabla_w \mathcal{L}^\text{aux}|_{w, \phi}\)
6.   end for
7. \(\ell_t = \mathcal{L}(F(x; w), y_t) \quad \forall t \in [0, T]\)
8. \(\mathcal{L}^\text{aux} \leftarrow \text{MELTR}(\ell; \phi)\)
9. \(\phi \leftarrow \phi + \beta \cdot \nabla_\phi \mathcal{L}^\text{pri}|_{w, \phi} \cdot \nabla_\phi \nabla_w \mathcal{L}^\text{aux}|_{w, \phi}\)
10. end while
11. return \(w\)

5. Experiments

To verify the effectiveness of our method, we apply it to multiple video foundation models (UniVL [7], Violet [16], All-in-one [17]), and evaluate them on four downstream tasks: text-to-video retrieval, video question answering, video captioning, and multimodal sentiment analysis. For the tasks, we use five benchmark datasets: YouCook2 [46], MSRVTT [47], TGIF-QA [48], MSVD-QA [49], CMU-MOSI [50]. We conduct experiments and analyze the results to answer the following research questions:

**Q1.** Does the learned combination of auxiliary losses benefit the primary task?

**Q2.** What does MELTR learn from auxiliary learning?

**Q3.** Is the proposed optimization method efficient for MELTR?

**Datasets.** For video retrieval, we use YouCook2 and MSRVTT. For video question answering, TGIF-QA and MSVD-QA datasets are used, and YouCook2 and MSRVTT are used for video captioning. Finally, we use CMU-MOSI for multi-modal sentiment analysis. Further dataset details are provided in the supplement.

**Implementation details.** MELTR is adapted to UniVL [7], Violet [16], and All-in-one [17] for main experiments and we conduct ablation studies and qualitative analyses on UniVL. As for UniVL, we use five auxiliary loss functions \((\mathcal{L}_\text{Joint}, \mathcal{L}_\text{Align}, \mathcal{L}_\text{CMLM}, \mathcal{L}_\text{CMFFM}, \text{and } \mathcal{L}_\text{Decoder})\), which were introduced in Section 3.1. We additionally adopt three advanced auxiliary loss functions, \(\mathcal{L}_\text{M-Joint}, \mathcal{L}_\text{M-Align}, \text{and } \mathcal{L}_\text{M-Decoder}\), which leverage masked language and masked visual features obtained by converting some of the language or visual tokens into [MASK] or random tokens, along with the five objectives described above. For text-to-video retrieval and video captioning, \(\mathcal{L}_\text{Align} \text{ and } \mathcal{L}_\text{Decoder} \text{ are used} \)
Table 1. Text-to-Video retrieval on YouCook2. UniVL-Joint and UniVL-Align denote the model fine-tuned with the $\mathcal{L}_{\text{Joint}}$ and $\mathcal{L}_{\text{Align}}$, respectively. MELTR is applied to the UniVL-Align. MELTR$^{-}$ refers to MELTR without the regularization term $\mathcal{L}^\text{reg}$.

<table>
<thead>
<tr>
<th>Models</th>
<th>R@1$\uparrow$</th>
<th>R@5$\uparrow$</th>
<th>R@10$\uparrow$</th>
<th>MedR$\downarrow$</th>
</tr>
</thead>
<tbody>
<tr>
<td>HGLMM-FV-CCA [51]</td>
<td>4.6</td>
<td>21.6</td>
<td>14.3</td>
<td>75</td>
</tr>
<tr>
<td>HowTo100M [35]</td>
<td>8.2</td>
<td>35.3</td>
<td>24.5</td>
<td>24</td>
</tr>
<tr>
<td>ActBERT [29]</td>
<td>9.6</td>
<td>26.7</td>
<td>38.0</td>
<td>19</td>
</tr>
<tr>
<td>MIL- NCE [52]</td>
<td>15.1</td>
<td>38.0</td>
<td>51.2</td>
<td>10</td>
</tr>
<tr>
<td>COOT [53]</td>
<td>16.7</td>
<td>40.2</td>
<td>25.3</td>
<td>9</td>
</tr>
<tr>
<td>TACo [24]</td>
<td>29.6</td>
<td>59.7</td>
<td>72.7</td>
<td>9</td>
</tr>
<tr>
<td>VideoCLIP [54]</td>
<td>32.2</td>
<td>62.6</td>
<td>75.0</td>
<td>-</td>
</tr>
<tr>
<td>UniVL-Joint [7]</td>
<td>22.2</td>
<td>52.2</td>
<td>66.2</td>
<td>5</td>
</tr>
<tr>
<td>UniVL-Align [7]</td>
<td>28.9</td>
<td>57.6</td>
<td>70.0</td>
<td>4</td>
</tr>
<tr>
<td>UniVL + MELTR$^{-}$</td>
<td>33.4</td>
<td>62.5</td>
<td>73.3</td>
<td>3</td>
</tr>
<tr>
<td>UniVL + MELTR</td>
<td>33.7</td>
<td>63.1</td>
<td>74.8</td>
<td>3</td>
</tr>
</tbody>
</table>

Table 2. Text-to-Video retrieval on MSRVTT.

<table>
<thead>
<tr>
<th>Models</th>
<th>MSRVTT-7k</th>
<th>MSRVTT-9k</th>
</tr>
</thead>
<tbody>
<tr>
<td>R@1$\uparrow$</td>
<td>R@5$\uparrow$</td>
<td>R@10$\uparrow$</td>
</tr>
<tr>
<td>MIL-NCE [52]</td>
<td>9.9</td>
<td>20.0</td>
</tr>
<tr>
<td>JSFusion [55]</td>
<td>10.2</td>
<td>31.2</td>
</tr>
<tr>
<td>HowTo100M [35]</td>
<td>14.9</td>
<td>40.2</td>
</tr>
<tr>
<td>HERO [75]</td>
<td>16.8</td>
<td>43.4</td>
</tr>
<tr>
<td>ClipBERT [56]</td>
<td>22.2</td>
<td>46.8</td>
</tr>
<tr>
<td>MMT [20]</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>T2VLAD [57]</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>TACo [24]</td>
<td>19.2</td>
<td>44.7</td>
</tr>
<tr>
<td>VideoCLIP [54]</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Frozen [58]</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>UniVL-Joint [7]</td>
<td>20.6</td>
<td>49.1</td>
</tr>
<tr>
<td>UniVL-Align [7]</td>
<td>21.2</td>
<td>49.6</td>
</tr>
<tr>
<td>UniVL + MELTR</td>
<td>28.5</td>
<td>55.5</td>
</tr>
<tr>
<td>Violet [16]</td>
<td>31.7</td>
<td>60.1</td>
</tr>
<tr>
<td>Violet + MELTR</td>
<td>33.6</td>
<td>63.7</td>
</tr>
<tr>
<td>All-in-one [1]</td>
<td>34.4</td>
<td>65.4</td>
</tr>
<tr>
<td>All-in-one + MELTR</td>
<td>38.6</td>
<td>74.4</td>
</tr>
</tbody>
</table>

5.1. Evaluation on downstream tasks

We here answer Q1 (the effectiveness of MELTR) by applying our framework to fine-tune the pretrained foundation models on various downstream tasks: text-to-video retrieval, video question answering, video captioning, and multi-modal sentiment analysis. 

Text-to-Video retrieval. We evaluate text-to-video retrieval task performance on YouCook2 and MSRVTT. Table 1 shows that our method outperforms all the baseline models by plugging MELTR in the standard UniVL. Specifically, the R@1 is improved by 4.8% compared to UniVL, and 1.5% compared to the previous SOTA, VideoCLIP [24]. Also, METLIR with the regularization term $\mathcal{L}^\text{reg}$ improves all the performance metrics compared to MELTR$^{-}$, which does not use $\mathcal{L}^\text{reg}$. This optional regularization term confines the loss value to a reasonable bound, which prevents meta-overfitting.

In Table 2, our model outperforms all the baselines including foundation models and task-specific methods in all the retrieval metrics. Specifically, MELTR improved three baseline foundation models: UniVL, Violet, and All-in-one. For each model, R@1 is improved by a margin of 7.3%, 1.9%, and 4.2% on MSRVTT-7k by plugging in MELTR. The R@1 is also improved by a large margin of 4.8%, 7.3%, and 3.9% respectively on YouCook2, MSRVTT-7k, and MSRVTT-9k as well, compared to the standard UniVL variants denoted UniVL-Joint or UniVL-Align.

Video question answering. We experiment video question answering on TGIF-QA and MSVD-QA. In Table 3, our model outperforms all the baselines including foundation models and task-specific methods in all the retrieval metrics. Specifically, MELTR improved the standard UniVL. Especially in MSVD-QA, MELTR obtains a large margin of 3.8% improvement over the standard Violet. Video captioning. In Table 4 and Table 5, we evaluate video captioning task performance on YouCook2 and MSRVTT. In the case of YouCook2, we conduct experiments on the ‘video-input-only’ setting and additionally experiment on ‘video + text (transcript)’ input, following previous works. MELTR outperforms all the baseline models, in terms of all metrics. In the case of MSRVTT, the performance of MELTR significantly improves BLEU scores.
Table 5. Video captioning on MSRVTT-full. * refers to the experimental results reported in the official github.

<table>
<thead>
<tr>
<th>Models</th>
<th>Modality</th>
<th>BLEU-3</th>
<th>BLEU-4</th>
<th>METEOR</th>
<th>ROUGE-L</th>
<th>CIDEr</th>
</tr>
</thead>
<tbody>
<tr>
<td>PickNet [60]</td>
<td>V</td>
<td>40.8</td>
<td>27.4</td>
<td>60.7</td>
<td>47.1</td>
<td>59.5</td>
</tr>
<tr>
<td>PickNet [60] +</td>
<td>V+T</td>
<td>38.9</td>
<td>27.4</td>
<td>60.7</td>
<td>47.1</td>
<td>59.5</td>
</tr>
<tr>
<td>MARN [67]</td>
<td>V</td>
<td>40.4</td>
<td>28.1</td>
<td>60.7</td>
<td>47.1</td>
<td>59.5</td>
</tr>
<tr>
<td>SnBNet [68]</td>
<td>V</td>
<td>40.9</td>
<td>27.5</td>
<td>60.2</td>
<td>47.5</td>
<td>59.5</td>
</tr>
<tr>
<td>OA-BTG [69]</td>
<td>V</td>
<td>41.4</td>
<td>28.2</td>
<td>-</td>
<td>46.9</td>
<td>59.5</td>
</tr>
<tr>
<td>POS-VCT [70]</td>
<td>V</td>
<td>42.3</td>
<td>29.7</td>
<td>62.8</td>
<td>49.1</td>
<td>59.5</td>
</tr>
<tr>
<td>ORG-TRL [71]</td>
<td>V</td>
<td>43.6</td>
<td>28.8</td>
<td>62.1</td>
<td>50.9</td>
<td>59.5</td>
</tr>
</tbody>
</table>

Table 6. Multimodal sentiment analysis on CMU-MOSI. BA, F1, MAE, and Corr are binary accuracy, F1 score, mean absolute error, and Pearson correlation coefficient, respectively.

<table>
<thead>
<tr>
<th>Models</th>
<th>BA↑</th>
<th>F1↑</th>
<th>MAE↓</th>
<th>Corr↑</th>
</tr>
</thead>
<tbody>
<tr>
<td>MulIT</td>
<td>83.0</td>
<td>82.8</td>
<td>0.870</td>
<td>0.698</td>
</tr>
<tr>
<td>FMT</td>
<td>83.5</td>
<td>83.5</td>
<td>0.837</td>
<td>0.744</td>
</tr>
<tr>
<td>UniVL</td>
<td>84.6</td>
<td>84.6</td>
<td>0.781</td>
<td>0.767</td>
</tr>
<tr>
<td>UniVL + MELTR</td>
<td>85.3</td>
<td>85.4</td>
<td>0.759</td>
<td>0.789</td>
</tr>
</tbody>
</table>

Figure 3. MELTR(ℓ; φ) and ∂ℓtMELTR(ℓ; φ). The combined loss MELTR(ℓ; φ) in (a) and the partial derivative of MELTR(ℓ; φ) with respect to ℓt in (b) are visualized by changing each pretext task loss from 0 to 3, while other losses are fixed to their average values. In the video captioning task, the Decoder loss and the Masked-Decoder loss rendered the highest MELTR(ℓ; φ) and ∂ℓtMELTR(ℓ; φ) values overall.

which are the major performance metric, BLEU-4.

Multi-modal sentiment analysis. We also experiment the multi-modal sentiment analysis task on CMU-MOSI. Table 6 shows that MELTR surpasses all the baselines. These experimental results indicate that MELTR is successful in adaptively combining the auxiliary losses across backbone model architectures on various tasks.

5.2. Analysis on MELTR

We discuss Q2 by analyzing how MELTR combines the losses. We first analyze the non-linear relationship between the input and output loss values of MELTR, and examine how MELTR adaptively re-weights the auxiliary tasks. Note, we use MELTR trained for the video captioning task on YouCook2 for these analyses, and abbreviate ∂ℓtMELTR(ℓ; φ) := \frac{d}{dℓt}MELTR(ℓ; φ) hereafter.

Non-linear loss transformation. Figure 3(a) shows that all auxiliary losses are positively correlated with the output loss. We can also observe that the output and input are non-linearly correlated. On the other hand, Figure 3(b) shows that ∂ℓtMELTR(ℓ; φ) have relatively higher values around ℓt = 0.5 and the gradient becomes smaller as ℓt increases. This indicates that MELTR guides the learner to focus on reasonably challenging samples and if the loss is too large, it becomes less sensitive (i.e., too large an input loss is interpreted as noise and it tends to be downweighted).

Also, given the primary task loss LDecoder for video captioning, the MELTR is more sensitive to the change of LDecoder and LDecoder than CMFM. In other words, MELTR learned that text generation task losses (LDecoder and LDecoder) are more relevant to the video captioning than masked frame generation (LCMFM).

Adaptive task re-weighting. As an extension of the above observation, we visualize ∂ℓtMELTR(ℓ; φ) for each epoch in Figure 4. At the beginning of training, MELTR equally takes into account all the auxiliary tasks. As training proceeds, MELTR evaluates that LDecoder and LDecoder are effective for the primary loss LDecoder, while LCMMF is relatively less beneficial, if not harmful. This is consistent with our observation in Figure 3 since LDecoder and LDecoder mainly conduct the text generation task while LCMMF is for masked frame generation.

In Table 7, we also compare MELTR with five manually designed multi-task learning schemes, each combining the task losses with different linear coefficients. First, by comparing (A) and (B), an auxiliary loss LDecoder assists
learning of the video captioning task. However, (A) and (C) demonstrate that multi-task learning is not always beneficial, and it sometimes hinders fine-tuning if the auxiliary tasks include harmful task losses. By dropping $L_{CMFM}$ from (C), the model performance is slightly improved in (D). Interestingly, this matches our observation that $L_{CMFM}$ is disadvantageous for video captioning (Figure 4). Furthermore, (E) outperforms (D), implying that re-weighting among the auxiliary tasks can be beneficial for multi-task learning. Finally, our MELTR surpasses all the multi-task learning schemes above. These experimental results indicate that MELTR effectively learns to fine-tune by adaptively re-weighting the auxiliary tasks, compared to the coarse and heuristically designed multi-task learning schemes.

5.3. Efficient optimization algorithm

We also discuss the optimization algorithms for training MELTR to answer the last question Q3. We compare various bi-level optimization algorithms based on ITD or AID schemes. To analyze the efficiency, we measure the latency of an epoch and the performance on the text-to-video retrieval task with MSRVTT-7k. We identically use the MELTR module as the loss combining network with all optimization algorithms for fair comparisons. We also compare with the multi-task learning setting where the model is fine-tuned with a linearly summed loss.

In Table 8, the multi-task learning (MTL) method is faster than meta-learning-based algorithms (denoted by ‘MELTR + α’) since MTL is formulated as a uni-level optimization problem. We observe that all MELTR with various bi-level optimization schemes outperform a Multi-task Learning in terms of the target task performance R@1. Among the bi-level optimization schemes, our training scheme denoted as MELTR + AID-FP-Lite$^1$ introduces only 4.9% overhead in training time than multi-task learning, while improving performance by 2.4%. This is a significant improvement considering that Meta-Weight Net (ITD) takes longer than twice the time required by Multi-task Learning and AID-FP-Lite. Our optimization in Algorithm 1, which approximates $\nabla_w L_{aux}$ in (9) with the identity matrix $I$, is the fastest bi-level optimization scheme in Table 8 while achieving a strong R@1 performance.

6. Conclusion

We proposed Meta Loss Transformer (MELTR), an auxiliary learning framework that learns to fine-tune video foundation models. MELTR learns to integrate various pretext task losses into one loss function to boost the performance of the target downstream task. Our qualitative analysis demonstrates that MELTR improves the performance of the primary task by considering the type of task and the scale of the loss value. The proposed training procedure built on AID-FP-Lite with a simple approximation of the inverse Hessian matrix achieved the efficiency without a significant performance loss. By plugging MELTR into various foundation models, our method outperformed state-of-the-art video foundation models as well as task-specific models on a wide range of downstream tasks.
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Table 7. Comparison of various multi-task learning schemes. We compare MELTR with manually designed five multi-task learning schemes: (A) adopts only $L_{Decoder}$, (B) adopts both $L_{Decoder}$ and $L_{M-Decoder}$ which are useful for video captioning based on our observation, (C) fixes all the coefficients to 1, (D) drops only $L_{CMFM}$ which is useless for video captioning from (C) based on our observation, and (E) re-weights the loss coefficients based on task importance, contrary to (D).

<table>
<thead>
<tr>
<th>Models</th>
<th>Coefficient of each task</th>
<th>BLEU-3</th>
<th>BLEU-4</th>
<th>METEOR</th>
<th>ROUGE-L</th>
<th>CIDEr</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\ell_{Joint}$</td>
<td>$\ell_{M-Joint}$</td>
<td>$\ell_{Align}$</td>
<td>$\ell_{M-Align}$</td>
<td>$\ell_{CMFM}$</td>
<td>$\ell_{Decoder}$</td>
</tr>
<tr>
<td>(A)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>(B)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>(C)</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>(D)</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>(E)</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

MELTR | ADAPTIVE |
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>24.12</td>
<td>17.92</td>
</tr>
</tbody>
</table>

Table 8. Efficiency comparison of optimization algorithms. R@1 scores evaluated on MSRVTT-7k for video retrieval are recorded. Multi-task learning simultaneously trains all tasks with even loss weights. CG and FP are abbreviations of conjugate gradient and fixed-point optimization. In terms of time costs, average training time per epoch is reported. ↑ refers to our optimization algorithm which approximates $\nabla_w L_{aux}$ as the identity matrix $I$.

<table>
<thead>
<tr>
<th>Method</th>
<th>Opt. Scheme</th>
<th>R@1 Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Multi-task Learning</td>
<td>-</td>
<td>26.1 (+0.0)</td>
</tr>
<tr>
<td>MELTR + Meta-Weight Net [13]</td>
<td>ITD</td>
<td>27.3 (+1.2)</td>
</tr>
<tr>
<td>MELTR + StocBIO [72]</td>
<td>N/A</td>
<td>26.8 (+0.7)</td>
</tr>
<tr>
<td>MELTR + CG</td>
<td>AID-CG</td>
<td>28.0 (+1.9)</td>
</tr>
<tr>
<td>MELTR + AuxILearn [12]</td>
<td>AID-FP</td>
<td>27.9 (+1.8)</td>
</tr>
<tr>
<td>MELTR + AID-FP-Lite$^1$</td>
<td>AID-FP</td>
<td>28.5 (+2.4)</td>
</tr>
</tbody>
</table>
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