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Abstract

Neural Radiance Field (NeRF) has exhibited outstanding three-dimensional (3D) reconstruction quality via the novel view synthesis from multi-view images and paired calibrated camera parameters. However, previous NeRF-based systems have been demonstrated under strictly controlled settings, with little attention paid to less ideal scenarios, including with the presence of noise such as exposure, illumination changes, and blur. In particular, though blur frequently occurs in real situations, NeRF that can handle blurred images has received little attention. The few studies that have investigated NeRF for blurred images have not considered geometric and appearance consistency in 3D space, which is one of the most important factors in 3D reconstruction. This leads to inconsistency and the degradation of the perceptual quality of the constructed scene. Hence, this paper proposes a DP-NeRF, a novel clean NeRF framework for blurred images, which is constrained with two physical priors. These priors are derived from the actual blurring process during image acquisition by the camera. DP-NeRF proposes rigid blurring kernel to impose 3D consistency utilizing the physical priors and adaptive weight proposal to refine the color composition error in consideration of the relationship between depth and blur. We present extensive experimental results for synthetic and real scenes with two types of blur: camera motion blur and defocus blur. The results demonstrate that DP-NeRF successfully improves the perceptual quality of the constructed NeRF ensuring 3D geometric and appearance consistency. We further demonstrate the effectiveness of our model with comprehensive ablation analysis.

1 Introduction

The synthesis of the photo-realistic novel view image of complex three-dimensional (3D) scenes has advanced rapidly due to the emergence of the Neural Radiance Field (NeRF) [26]. NeRF has introduced implicit scene representation to the field, which maps an arbitrary continuous
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pixel location independently, leading to insufficient 3D information. In reality, the blurring process occurs simultaneously for all pixels in an image due to the physical process of in-camera image acquisition, but [22] overlooks the prior for blurring, leading to a lack of consistency in an image. Moreover, the designed kernel can be inherently optimized to suboptimal in regions with complex depth or similar appearance due to the independent optimization of the deformation of each ray. As a result, the estimated kernel has difficulty aggregating 3D information in a way that guarantees geometric and appearance consistency.

In this paper, we propose a deblurred NeRF based on two physical scene priors (hereafter, DP-NeRF) with a novel rigid blurring kernel (RBK) and adaptive weight proposal (AWP). The RBK consists of rigid ray transformation (RRT) and coarse composition weights (CCW), which utilize explicit physical scene priors derived from the blurring process to construct a consistent 3D scene representation from blurred images. In addition, the AWP proposes fine-grained color composition weights considering the relationship between depth and blur to create more realistic and clean 3D representation. Furthermore, we propose coarse-to-fine optimization for stable training and to gradually increase the effect of the AWP during training by introducing exponential weight decay between the two losses from the RBK and AWP. Figure 1 summarizes the DP-NeRF's system using the rigid motion of the camera.

The RBK generates a 3D deformation field and coarse weights for color composition based on the view information for each scene regardless of the pixel for each ray. This architecture is inspired by the physical scene prior that the blurring process consistently occurs for all pixels for a specific view. Specifically, the deformation field is constructed as the 3D rigid motion of the camera for each view and does not depend on the 2D spatial position of each ray. In contrast to Deblur-NeRF [22], our model successfully models 3D space with consistent geometry and appearance due to the use of these conditional physical priors and not fully depending on 2D pixel-wise independent ray optimization.

Previous studies have claimed that color composition process in a blurring kernel are affected by the depth values of the pixels when compositing blurred colors from both camera motion and defocus blur [43, 44]. Hence, RBK can lose detail in regions that have a complex depth or similar textures even though it achieves remarkably realistic 3D scene. For this reason, the AWP refines the composition weights using feature modulation (FM) [59] and novel motion feature aggregation module (MAM) based on the depth features of samples for transformed rays, the viewing direction, and the view information. Following the [22], we jointly optimize the RBK, AWP, and sharp NeRF with only the reconstruction loss from the blurred input as supervision. During inference stage, we can clearly render a reconstructed 3D scene using only the trained sharp NeRF model.

The rest of the paper is structured as follows. In Section 3, we describe the RBK and AWP in detail. In Section 4, and supplementary material, we provide experimental results for novel view synthesis using synthetic and real scene datasets with two types of blur that are provided from [22]. The results show that DP-NeRF achieves significant quantitative and qualitative improvement, preserving 3D consistency with a cleanly rendered novel view. In addition, we extensively analyze the effectiveness of the proposed model in Section 4.2. We also demonstrate how the RBK approximately models the blurring process in the supplementary material. To summarize, this paper offers the following major contributions.

- **Rigid blurring kernel.** We propose a novel RBK to construct a clean NeRF from blurred images utilizing physical scene priors derived from the blurring process during image acquisition.
- **Adaptive weight proposal.** We propose an AWP to refine the composition weights in the RBK considering the relationship between depth and blur to generate more realistic results.
- **Coarse-to-fine optimization.** To fully utilize proposed methods in training, we propose coarse-to-fine optimization by applying exponential weight decay between the reconstruction loss from the RBK and AWP.
- **Significant improvement in perceptual quality.** DP-NeRF produces enhanced 3D scene representation with greater perceptual quality and clean photorealistic rendered images.

2. Related work

**NeRF under various conditions.** NeRF has become widespread in computer vision and graphics tasks related to neural rendering, utilizing coordinate-based implicit neural representation (INR). Due to the success of the NeRF in neural rendering, several studies have applied NeRF to other areas such as dynamic scenes [17–19, 29, 30, 33, 49, 55], generative models [28, 38], relighting [3, 23, 32, 42], human avatars [31, 45, 58], and 3D reconstruction [47, 50]. However, few studies have been conducted under non-ideal conditions [1, 2, 8, 11, 22, 25]. Mip-NeRF [1] addressed the aliasing issue of ray samples by introducing 3D conical frustum ray casting with integrated positional encoding. Mip-NeRF 360 [2] then extended Mip-NeRF [1] to unbounded 360-degree scenes using shrunken space parametrization and online distillation to improve its quality and efficiency. To address the inconsistent appearance and transient objects in the uncarefully collected images, NeRF-W [23] introduced appearance and transient latent codes to the NeRF. HDR-NeRF [8] and HDR-Plenoxel [11] modeled the high dynamic range (HDR) radiance, imitating the physical process of in-camera image acquisition. [8] modeled
camera response function with the exposure value for the NeRF and [11] modeled white balance function for Plenoxels [52]. Deblur-NeRF [22] explored a new area of research constructing a clean NeRF from blurred images, which regularly occur during image acquisition in real-scenario.

**Image Deblurring.** Blur can be categorized into four types: camera motion, defocus, moving object and mixed blur. Image deblurring aims to recover a sharp image from images degraded by these types of blur. The recovery process can be expressed as to solve the equation: \( B = I \ast K \), where \( B \), \( I \), and \( K \) denote the blurred image, sharp image, and blurring kernel, respectively. Deblurring can be divided into two categories, non-blind and blind, whose difference is whether the blurring kernel is known or not. Recent studies have focused primarily on blind deblurring because the blurring kernel is typically unknown in real-scenarios.

Several traditional image deblurring techniques [9, 10, 14, 39] have been proposed based on maximum a posteriori (MAP) estimation [20, 34] based on a prior condition derived from natural images as a form of regularization. [39] uses global and local image priors as two piece-wise continuous functions and local smoothness constraints, while [9] proposes generalized transparency to efficiently estimate the blur filter by selecting useful pixels based on new transparency map. [10, 14] propose a sparse prior derived from local color statistics and a regularization function as the ratio of the 11-norm to the 12-norm for the high frequencies of an image, respectively.

Recently, deep image deblurring has been investigated following the success of deep learning networks in computer vision field. In this approach, a general blurring kernel is usually employed and latent images constructed based on blind deblurring and a data-driven prior through network training with paired datasets. Several studies have been proposed the use of convolutional neural network(CNN) [27, 46, 48, 53, 54] and generative models [15, 16]. We focus on priors from traditional methods because physical priors are helpful for constructing a blurring kernel in a NeRF system.

**NeRF from Blurred Images.** Deblur-NeRF [22] models the blurring kernel with the NeRF imitating the blind deblurring to produce clean and sharp NeRF. In contrast to recent deblurring methods that operate in the image space, the target blur types are camera motion and defocus blur in a static scene. Motion blur is excluded as a separate problem that needs to be overcome because temporal inconsistency is another challenge in 3D reconstruction. In [22], blurring kernel is optimized based on the kernel points on the 2D image pixels and view-embedded information. The kernel is designed around transformed rays that penetrate the kernel points on the image plane and camera origin, which are independently optimized during the training. However, the kernel relies heavily on the training of the deep neural network without cues for geometric and appearance consistency in 3D scene representation, which leads to a lack of consistency in 3D scene. Our method focuses on this limitation and proposes a novel blurring kernel with two physical priors derived from physical process of blur acquisition and ray casting as a form of regularization for kernel estimation.

### 3. Deblurred Neural Radiance Field

In this section, we describe our process for constructing a clean NeRF given a set of blurred inputs. Initially, we model the RBK to use the blur consistency in an image as a physical scene priors(Section 3.2). To consider the relationship between depth and blur, we then model the AWP module(Section 3.3). Finally, we explain our loss function and coarse-to-fine optimization strategy for the training of DP-NeRF(Section 3.4). Overall process for DP-NeRF is summarized in Figure 2.

#### 3.1. Preliminary

**Neural Radiance Field (NeRF).** NeRF [26] constructs a continuous, volumetric representation of a 3D scene based on INR. It uses a multi layer perceptron(MLP) to approximate the function

\[
F : (\gamma_{k}(x), \gamma_{d}(d)) \rightarrow (c, \sigma),
\]

which maps 3D position \( x = (x, y, z) \) and viewing direction \( d = (\phi, \theta) \) to a color \( c = (r, g, b) \) and volume density \( \sigma \).

Specifically, the 3D position and viewing direction are independently projected to a higher dimension by applying the sinusoidal positional encoding function \( \gamma : \mathbb{R}^{3} \rightarrow \mathbb{R}^{3+6m} \), which is defined as

\[
\gamma(x) = (x, \ldots, \sin(2^f \pi x), \cos(2^f \pi x), \ldots),
\]

where \( f = \{0, \ldots, m - 1\} \) and \( m \) is a hyper-parameter that decides the frequency band. For clarity, we abbreviate the positional encoding and represent the NeRF as

\[
F(x, d) = (c, \sigma).
\]

To train the NeRF with input images, the NeRF renders each color \( \hat{C}^p \) of pixel \( p \) using a rendering technique [24] that is an approximated version of classical volume rendering [12]. For given ray origin \( o^p \) and viewing direction \( d^p \) along a pixel \( p \), the \( i_{th} \) sample on the ray \( r^p \) is defined as \( r^p_i = o^p + t_id^p \), where \( t_i \) is drawn from \( N \) evenly spaced bins with stratified sampling [26] in near-to-far bounded partition \([t_n, t_f] \) as shown in Eq. 4:

\[
t_i \sim \mathcal{U} \left[ t_n + \frac{i - 1}{N} (t_f - t_n), t_n + \frac{i}{N} (t_f - t_n) \right].
\]

Pixel color \( \hat{C}^p \) is computed from the predicted color \( \hat{c}^p_i \) and density \( \hat{\sigma}^p_i \) of each sample \( r^p_i \) as shown in Eq. 5:

\[
\hat{C}(r) = \sum_{i=1}^{N} w_i c_i = \sum_{i=1}^{N} T_i (1 - \exp(-\sigma_i \delta_i)) c_i,
\]
Figure 2. Overall pipeline for DP-NeRF. DP-NeRF consists of three stages. (a) The rigid blurring kernel (RBK) constructs the blurring system using the $SE(3)$ Field based on the physical priors. (b) The adaptive weight proposal (AWP) refines the composition weights using the depth feature ($\zeta_{ij}$) of the samples on the ray of the target pixel ($p$), the scene ($s$) information, and the rigidly transformed ray directions ($\mathbf{r}_{g;0,\ldots,k}^p$). (c) Finally the coarse and fine blurred colors, $B^C$ and $B^F$, are composited using the weighted sum of the ray transformed colors. $L_c$ and $L_f$ denote the coarse and fine RGB reconstruction loss, respectively.

Blind Deblurring in the NeRF. Our goal is to solve the blind deblurring process with respect to sharp pixel color $\hat{C}^p$ and blurring kernel $h^p$ in a similar manner to [22] as

$$\hat{B}^p = \hat{C}^p * h^p,$$

where $\hat{C}^p$ is computed from sample color $c^r_i$ and density $\sigma^r_i$, which are predicted by the NeRF. [22] models kernel $h^p$ by introducing approximated $n$ sparse kernel points in $K \times K$ sized window $N(p)$ at the 2D pixel location, which are optimized by the MLP. The rendered pixel colors from the kernel points are then composited by the corresponding weights $w^p_q$, which are also predicted by the MLP, as Eq. 7:

$$\hat{B}^p = \sum_{q \in N(p)} w^p_q \hat{C}^p_q$$

The kernel points and weights for each pixel ray are optimized independently depending on the 2D spatial pixel coordinates and view-information. Thus, the blurring kernel is dynamic, but they overlook the importance of geometric and appearance consistency in overall 3D space.

3.2. Rigid Blurring Kernel (RBK)

Physical Scene Priors. As we mentioned in Section 3.1, deblurring in the NeRF should consider 3D consistency. To address this, we impose two priors as constraints inspired by the physical process of image blurring.

Prior 1: A blurred image is generated during in-camera image acquisition. The first prior shares ray rigid transformation (RRT) from camera motion through all of the pixels of a blurred image because same camera is used.

Prior 2: The blurring process for all of the pixels in a blurred image occurs simultaneously. The second prior shares the coarse composition weights (CCW) across all of the pixels of an image because the color composition of all of the pixels in a blurred image is affected simultaneously.

Ray Rigid Transformation. From the first prior, we mimic the blurring process of an image using RRT based on each image’s view information. RRT is formulated as ray transformation derived from the deformation of rigid camera motion, defined as the dense $SE(3)$ field for scene $s$, approximated by the MLPs, which consists of shared encoder MLP $E$ and independent MLPs $R$ and $\zeta$, as shown in Eq. 8:

$$S_s = \rho(E(l_s)); \zeta(E(l_s))), \text{ where } s \in N_{img}. \quad (8)$$

where $l_s$ denotes the latent code for each scene through the embedding layer [4], and $N_{img}$ denotes a set of image indices. The scene-wise $SE(3)$ field can encode the rigid motion of the camera for the scene, thus consistently transforming the rays of the scene to imitate the blurring process. Inspired by Nerfies [29], rigid motion is encoded as the screw axis [21] $S_s = (r_s, v_s) \in \mathbb{R}^6$, where $r_s \in so(3)$ encodes rotation. $\hat{r}_s = r_s / ||r_s||$ is the axis of rotation and $\theta = ||r_s||$ is the angle of rotation. Rotation matrix $e^{\hat{r}_s \theta} \in SO(3)$ is taken from Rodrigues’ formula [35]:

$$e^{\hat{r}_s \theta} \equiv e^{[\hat{r}_s \theta]} = I + \frac{\sin \theta}{\theta} [\hat{r}_s]_x + \frac{1 - \cos \theta}{\theta^2} [\hat{r}_s]_x,$$

where $[x]_\times$ denotes the cross-product matrix of vector $x$. The translation matrix, which is encoded by screw motion $S_s$, is taken as $p_s = G_s v_s$, where

$$G_s = I + \frac{1 - \cos \theta}{\theta^2} [r_s]_x + \frac{\theta - \sin \theta}{\theta^3} [r_s]_x.$$

For given ray $r_s^p$ on arbitrary pixel $p$ in scene $s$, we can define the RRT as

$$r_s'^{p-rig} = e^{S_s^p} r_s^p = e^{S_s^p} r_s^p + p_s q,$$

where $q \in \{1, \ldots, k\}$, $k$ is a hyper-parameter that controls the number of camera motions contributing to the blur in


scene $s$, and $r^p_{-\text{rig}}$ denotes the rigidly transformed (RT) ray from $r^p_i$. Note that, $S^p_{xq} = S_{xq}$ due to our first prior. To ensure that, for $s \in \{3\}$, $e^{S_{xq}}$ is the identity when $S_{xq} = 0$, we initialize the weights of the last layer of MLP $\mathcal{R}$ from $\mathcal{U}(\{-10^{-5}, 10^{-5}\})$ following [29]. The transformed sharp colors $\hat{C}_{xq}^p$ are then rendered from $r^p_{-\text{rig}}$ using a volume-rendering technique to composite the blurry color $\hat{B}_s^p$ based on the CCW described in the following section.

### Coarse Composition Weights

From the second prior, we model the CCW field for scene $s$ from the MLP $\mathcal{W}$, which shares the encoding MLP $E$ with other MLPs ($\mathcal{R}$ and $\mathcal{L}$).

$$m_{s0,\ldots,k} = \sigma(\mathcal{W}(E(l_s))), \text{ where } \sum_{i=0}^k m_{s0} = 1, \quad (12)$$

where $m_{s0}$ denotes the number of camera motions shared with the RTT. $m_s$ is the CCW for scene $s$. $\sigma$ represents the sigmoid function. Note that, the number of $m_s$ is $k + 1$, where $m_{s0}$ is the weight for original ray $r^p_s$. Finally, blurry color $\hat{B}_s^p$ for pixel $p$ in scene $s$, is composited by the weighted sum of the rendered colors of original ray $\hat{C}_{x0}^p$ and RT rays $\hat{C}_{xk}^p$ using the corresponding per-scene CCW $m_{s0,\ldots,k}$ as shown in Eq. 13:

$$\hat{B}_s^p = m_{s0,\ldots,k} \hat{C}_{x0}^p + \sum_{i=1}^k m_{s0} \hat{C}_{xk}^p \quad (13)$$

The RBK pipeline is summarized in Figure 2 (a) and (c).

### 3.3. Adaptive Weight Proposal (AWP)

#### Relationship between Depth and Blur

Though the proposed RBK models the blurring kernel successfully with realistic rendering results (Figure 4), there is still room for improvement in the relationship between depth and blur. Several past studies have described the relationship between depth and each type of blur [43, 44]. Specifically, camera motion blur is affected by depth when the camera motion is out-of-plane [44], while defocus blur is usually affected by depth [43]. Therefore, we employ the AWP module to alleviate the color composition errors by flexibly refining the CCW $m_{s0,\ldots,k}$ along the depth features of the samples on the original and RT rays for pixel $p$. Further description for motivation of AWP is attached in supplementary material.

#### AWP Network

We define the AWP as a function that infers the per-pixel adaptive composition weights $\hat{m}_{s0,\ldots,k}^p$ utilizing the depth features of each sample on the rays, corresponding to the latent code of each scene, and the direction of each ray. The function $\mathcal{AWP}$ is defined as Eq. 14:

$$\hat{m}_{s0,\ldots,k}^p = \mathcal{AWP}(s_{i=0,\ldots,k}^p, j_{r=0,\ldots,k}^p, d_{l=0,\ldots,k}^p, l_s), \quad (14)$$

where $i$ denotes the original and RT rays, and $j$ denotes the sample on each ray. In addition, $\zeta$ denotes the corresponding depth feature and $d_{l=0,\ldots,k}^p$ denotes the directions of original and RT rays. We then composite the adaptive blurred color $\hat{B}_s^p$ through $\hat{m}_{s0,\ldots,k}^p$ as shown in Eq. 15:

$$\hat{B}_s^p = \hat{m}_{s0,\ldots,k}^p \hat{C}_{x0}^p + \sum_{i=1}^k \hat{m}_{s0} \hat{C}_{xk}^p \quad (15)$$

We design $\mathcal{AWP}$ to be an approximation using a deep learning network (Figure 2 (b) and (c)).

#### Network Architecture

Inspired by CurveNet [51], the AWP generates the fine weights $\hat{m}_{s0}^p$ utilizing the inter-sample and inter-motion correlation of the rays transformed by the RBK, which are denoted as $\mathcal{Corr}_{\text{int}} - \text{sam}$ and $\mathcal{Corr}_{\text{int}} - \text{mot}$ in Figure 3, respectively. The depth features for each sample on the rays ($\hat{C}_{xk}^p$) are extracted from second-to-last layer of the NeRF, which contains implicit occupancy information. First, we construct motion-wise modulated features, $\eta^p_{l=0,\ldots,k}$, through feature modulation (FM) [59] from $N$ samples on each ray as shown in Figure 2 (b) and Eq. 16:

$$\hat{\eta}^p_i = \sum_{l=1}^N \left( \exp(\sum_{i=1}^{l-1} \delta_{m_i} \hat{\eta}^p \circ (1 - \exp(-\delta_i \hat{\zeta}^p \circ \hat{\zeta}^p))) \right), \quad (16)$$

where $\hat{\zeta}^p_{xj}$ denotes the embedded features of $\hat{C}_{xj}^p$ from the simple MLP and $\delta$ is the same as in Eq. 5. Second, we add the viewing direction and scene-information by using a simple MLP with $\hat{\eta}^p_i$, $d_{l=0,\ldots,k}^p$, and $l_s$, as shown in Eq. 17:

$$\hat{\eta}^p_i = \mathcal{MLP} \left( \hat{\eta}^p_i, \gamma_d(d_{l=0,\ldots,k}^p), l_s \right), \text{ where } i \in \{0, \ldots, k\}, \quad (17)$$

where $\hat{\eta}^p_i$ denotes the modulated features with the viewing information. We then forward ($\hat{\zeta}^p_{xj}$ and $\hat{\eta}^p_i$) to the MAM to aggregate the implicit depth-derived information based on attentive feature extraction as in Eq. 18:

$$\hat{\eta}^p_i = \mathcal{MAM}(\hat{\zeta}^p_{xj}, \hat{\eta}^p_i), \quad (18)$$

where $\hat{\eta}^p_i$ denotes the aggregated features.

For the MAM, we first generate motion-wise and sample-wise representative features, $\hat{\zeta}_{\text{motion}}^p$ and $\hat{\zeta}_{\text{sample}}^p$, by forwarding the embedding MLP and employing attentive pooling [7] along each axis from the embedded features.
\[ \hat{c}_{ij} \] Note that, we omit the embedding MLP in Figure 3 for clarity. Second, we compute the inter-motion and intersample correlation using CurveNet-like architecture via matrix multiplication. Finally, aggregated features \( \hat{\eta}^p \) are extracted by concatenating the correlated embedded features and forwarding the simple MLP. The overall process for the MAM is described as Figure 3 and Eq. 19:
\[
MAM(\hat{c}_{ij}, \hat{\eta}^p) = MLP\left(\text{cat}(\text{corr}(\hat{\eta}^p; \xi_{\text{motion}}, \xi_{\text{sample}}))\right),
\]
where \text{cat} denotes the concatenating operation and \text{corr} represents computing operations of inter-motion and intersample correlation. To this end, the adaptive composition weights \( \tilde{m}^{p}_{s,0,...,k} \) are predicted using global average pooling (GAP) along the motion axis and the linear layer as shown in Eq. 20. We omit the GAP and the final Linear layer for clarity in Figure 2 (b).
\[
\tilde{m}^{p}_{s,0,...,k} = \sigma\left(\text{Linear}(\text{GAP}(\hat{\eta}^p_{i=0,...,k}))\right), \quad \sum_{i=0}^{k} \tilde{m}^{p}_{s,i} = 1
\]
Details of the operation and notations for the feature dimensions are presented in the supplementary material.

### 3.4. Training & Optimization

**Training Loss.** DP-NeRF takes only the RGB reconstruction loss for the blurred color of a pixel with a corresponding ray because our goal is to approximate the blurred color of the pixel using the RBK and AWP. In contrast to Deblur-NeRF [22], we employ two blurred colors \( B^p_s \) and \( \tilde{B}^p_s \) to optimize the DP-NeRF. Our RGB reconstruction loss \( L_{\text{recon}} \) consists of two reconstruction losses from these predicted colors and the ground truth color as shown in Eq. 21:
\[
L_{\text{recon}} = ||B^p_s - \tilde{B}^p_s|| + ||\tilde{B}^p_s - \tilde{B}^p_s||,
\]
where \( B^p_s \) and \( \mathcal{L} \) denote the ground truth blurred RGB for pixel \( p \) and the loss function, respectively.

**Coarse-to-Fine Optimization.** However, it is difficult to simultaneously minimize the loss function from scratch due to the complex geometry and texture of 3D scenes. Hence, we propose a coarse-to-fine optimization strategy for the two losses by introducing coarse-to-fine weight \( \lambda \), which exponentially decays from \( \lambda_0 \) to \( \lambda_f \) during training as shown in Eq. 22:
\[
\alpha = -\log(\lambda_s/\lambda_c)/(e_f - e_c),
\]
where \( e_c, e_i, \) and \( e_f \) denote the current, initial, and final iteration of the training process, respectively. Therefore, our final loss function \( L_{\text{final}} \) is defined as shown in Eq. 23:
\[
L_{\text{final}} = \lambda ||B^p_s - \tilde{B}^p_s|| + (1 - \lambda) ||B^p_s - \tilde{B}^p_s||,
\]
where the first and second terms without \( \lambda \) and \( 1 - \lambda \) are denoted as \( L_c \) and \( L_f \) in the caption of Figure 2, referring to coarse and fine RGB reconstruction loss, respectively.

### 4. Experiment

**Implementation Details.** DP-NeRF is implemented using official code published for a previous work [22]. Note that, our blur operation should be applied to scene irradiance instead of image intensity, as pointed out by [5], following [22]. Hence, a tone mapping function is applied to the predicted radiance color from the NeRF in the same manner as the gamma function in [22]. For fair comparison with [22], we set the default configuration to be same as in that study. The number of camera motions \( k \) is set to 4 as the default because the number of kernel points in [22] is set to 5. We use a batch size of 1024 rays, with 64 coarse samples, and 64 fine samples on the rays. We use the Adam [13] optimizer with default parameters. For the scheduling learning rate, we exponentially weight decay from \( 5 \times 10^{-4} \) to \( 8 \times 10^{-5} \). In addition, we set \( \lambda_s \) and \( \lambda_f \) at 0.9 and 0.1 for the coarse-to-fine optimization, respectively. We also use \( 200k \) iterations to train each scene. Further details are provided in the supplementary material.

**Datasets.** We train DP-NeRF using the synthetic and real scene datasets provided by [22]. Both dataset consist of two blur types: camera motion and defocus blur. There are five scenes in the synthetic dataset and ten in the real dataset for each blur type. The camera poses for all of the images are calibrated using COLMAP [36, 37]. As mentioned in [22], the real scenes were manually captured with a Canon EOS RP under manual exposure mode.

### 4.1. Novel View Synthesis

**Evaluations.** In this section, we summarize the results of our model for the synthetic and real scenes. The quantitative and qualitative results for the synthetic dataset are presented in Table 1 and Figure 4. Three commonly used evaluation metrics are adopted in the present study to compare the synthesized and ground truth images: the peak signal-to-noise ratio (PSNR), the structural similarity index measure (SSIM), and learned perceptual image patch similarity (LPIPS) [56], which assess relative sharpness, structural similarity, and perceptual quality, respectively. Due to the length, we only present the average results here for the real scene dataset. A more version of the experimental results is available in the supplementary material.

**Comparisons.** Tables 1 and 2 show that our model produces excellent results for all metrics compared to the other models, including [22]. In particular, LPIPS is significantly improved by DP-NeRF, indicating a 3D scene with a higher rendered image quality in terms of perceptual quality. Note that, the results for single image deblurring methods, MPR+NeRF, PVD+NeRF, and KPAC+NeRF, in Tables 1 and 2 are taken from [22]. They are trained with a Naive NeRF using images deblurred using MPR [53], PVD [41], and KPAC [40] methods, respectively.
The qualitative results presented in Figure 4 demonstrate the effectiveness of DP-NeRF. The RBK more successively models a clean 3D scene representation with geometric and appearance consistency compared to previous approaches. It more cleanly reproduces the structure of the object in the scene compared to Naïve NeRF and Deblur-NeRF.

4.2. Ablation Study

Effectiveness of the RBK and AWP. The DP-NeRF successfully constructs clean NeRF with geometric and appearance consistency using RBK and AWP as shown in Figure 4. The RBK by itself still has difficulty in inferring the correct texture and geometry in some regions in which the texture is confused with the background, the structure is thin, or the depth is complex, as indicated by the red box in Figure 4(c). However, the rendered results in Figure 4(d) demonstrate that the AWP effectively refines the geometric and appearance consistency in this region. In particular, the upper and lower rows exhibit detailed enhancement of the geometric structure and texture of the edge of the box and stairs, respectively.

To understand the effectiveness of DP-NeRF more clearly, Figure 5 present an error map visualization of the stairs scene, with the brighter colors indicating greater error. DP-NeRF produces a lower error than the baselines, reconstructing the fine details of the objects in the scene. We also provide additional error map images without the red boxes in the supplementary material, including those for another type of blur in synthetic scenes.

The Number of Rigid Motions. Figure 6 presents ablation analysis for the number of rigid motions, which defines the number of transformed rays, for the two types of blur. We use LPIPS as the evaluation metric because it represents perceptual quality well, as demonstrate in Nerfies [29]. The results show that the performance of the RBK and RBK+AWP improves as the number of rigid motions increases, while the LPIPS for RBK+AWP is better than that for the RBK alone in all experiments. Full quantitative PSNR, SSIM, and LPIPS results and qualitative results for the RBK and RBK+AWP are additionally presented in the supplementary material.
Figure 5. Visual comparison with error maps of NeRF, Deblur-NeRF, and DP-NeRF (ours) in defocus Factory scene. Regions with red box indicate emphasized regions of error map.

Figure 6. Ablation analysis on the number of rigid camera motions for the two types of blur for synthetic Pool scene. (a) and (b) show the results on camera motion and defocus blur, respectively. magenta and yellowgreen colors indicate results of RBK and RBK+AWP, respectively. blue color line indicates the results when the number of rigid motions is 4, which is same as of the kernel points 5 in Deblur-NeRF [22] for fair comparison in Table 1.

RBK Analysis. The RBK is shown to successfully model the blur derived from both camera movement and a change in the focus plane as the rigid motion of the camera. We demonstrate the validity of the RBK design by presenting additional kernel analysis in the supplementary material.

5. Limitation & Future Work

Temporal Motion Blur. Our model fails when object motion blur is present in a scene (Figure 7). Though DP-NeRF produces images of higher quality than does a standard NeRF, motion blur still occurs in reconstructed scenes because we impose the physical priors based on the assumption of a static scene. Object motion blur is an issue associated with temporal information and there is no multi-view data for a specific time in the given dataset. This dataset structure leads to inherent geometric and appearance inconsistency in the 3D scene if we construct the NeRF without temporal modeling. Therefore, we are confident that this limitation can be addressed with an additional temporal component in DP-NeRF in the future, such as bending the rays with $SE(3)$ field warping [29], scene flow [18], or 3D displacement [33] on ray samples. Actually, although Figure 7 (b) seems to be quite clean, the results show the explicit inconsistency when we render the spiral video to assess the 3D consistency. Please refer the rendered videos in our project page to check the temporal inconsistency.

Various Types of Image Noise. As mentioned in Section 2, several previous studies have addressed other types of image noise for NeRF, such as temporal and exposure variation. The modeling for these noise could be integrated with the DP-NeRF system because they are independent of each other, including our target noise. This can be addressed in the future research if an appropriate dataset is constructed.

6. Conclusion

This paper proposes DP-NeRF, a novel NeRF framework from blurry inputs, that imposes the two physical priors to effectively construct a clean NeRF. We propose the RBK to maintain geometric and appearance consistency in continuous 3D space. In addition, We employ the AWP module to alleviate the color composition errors by considering the relationship between depth and blur. We also introduce coarse-to-fine optimization of the two losses from the proposed modules to effectively utilize both during the training process. Extensive experiments using synthetic and real scene datasets verified that DP-NeRF produces an improved, clean NeRF with high perceptual quality and 3D consistency in terms of geometry and appearance. We believe that DP-NeRF represents an advance in NeRF and can be used in conjunction with other methods to construct clean NeRF, covering the images with other types of noise.
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