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Abstract

Video frame interpolation (VFI) is the task that synthe-
sizes the intermediate frame given two consecutive frames.
Most of the previous studies have focused on appropriate
frame warping operations and refinement modules for the
warped frames. These studies have been conducted on
natural videos containing only continuous motions. How-
ever, many practical videos contain various unnatural ob-
jects with discontinuous motions such as logos, user in-
terfaces and subtitles. We propose three techniques that
can make the existing deep learning-based VFI architec-
tures robust to these elements. First is a novel data aug-
mentation strategy called figure-text mixing (FTM) which
can make the models learn discontinuous motions during
training stage without any extra dataset. Second, we pro-
pose a simple but effective module that predicts a map
called discontinuity map (D-map), which densely distin-
guishes between areas of continuous and discontinuous mo-
tions. Lastly, we propose loss functions to give supervi-
sions of the discontinuous motion areas which can be ap-
plied along with FTM and D-map. We additionally collect
a special test benchmark called Graphical Discontinuous
Motion (GDM) dataset consisting of some mobile games
and chatting videos. Applied to the various state-of-the-art
VFI networks, our method significantly improves the inter-
polation qualities on the videos from not only GDM dataset,
but also the existing benchmarks containing only continu-
ous motions such as Vimeo90K, UCF101, and DAVIS.

1. Introduction

Video frame interpolation (VFI) task is to generate the
intermediate frame given some consecutive frames from a
video. When the time interval of each input frames is fixed,
we can get smoother video, and when the frame rate is fixed,
we can get slow-motion video. This can also be applied to
other vision tasks such as video compression [2, 34], view
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Figure 1. The examples of discontinuous motion.

synthesis [7, 13,

,37].

Most of the previous works focus on the motion of
the objects in videos. They utilize the estimated flow
maps [12, 16], kernels [6, 15, 17,21,22], or externally es-
timated optical flow maps [19,20,24,25,29] to place each
object in the middle of its position on the adjacent frames.
However, as personal broadcast and cloud gaming con-
tents increase, many of the practical videos contain spe-
cial objects which do not move continuously such as user
interfaces, watermarks, logos, chatting windows and subti-
tles (as the examples on Figure 1). Besides, these elements
are received at the display devices as part of each frame, not
as additional information. Therefore, many of the video en-
hancement frameworks, including VFI, should be improved
to be robust to the discontinuous motions.

], and other real-world applications [23,

In this paper, our purpose is to expand the spectrum of
motions to address efficiently both continuous and discon-
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tinuous ones, not focusing only on special videos with dis-
continuous motions. To achieve this goal, we propose three
techniques to process the videos containing both types of
motions. First, we propose novel data augmentation method
called Figure-Text Mixing (FTM) which consists of Figure
Mixing (FM) and Text Mixing (TM). FM is an augmen-
tation of fixed random figures and TM is an augmentation
of discontinuity moving random texts. The networks can
learn to be robust on both continuous and discontinuous
motions using FTM without any additional train datasets.
Second, we propose a lightweight module which estimates
a map called discontinuity map (D-map), which determines
whether the motion of each output pixel is continuous or
discontinuous. When estimating the pixels in the discontin-
uous area, a pixel on the same location of one of the input
frames is copied instead of predicting the interpolated value.
To prove the versatility and adaptivity of our D-map esti-
mation module, we apply it to various state-of-the-art VFI
models instead of proposing our original VFI architecture.
Lastly, if we utilize both FTM and D-map, it is possible to
supervise the model by giving the ground-truth of D-map.
Therefore, we propose an additional loss function to help
our model estimate D-map easily.

We construct a special test set called Graphic Discontin-
uous Motion (GDM) dataset to evaluate how our method
and the competitive works deal with the discontinuous mo-
tions. Our approach shows significantly improved results
compared to the other methods on GDM dataset. More-
over, our method outperforms those methods on the regu-
lar benchmarks that only contain continuous motions such
as Vimeo90K test [36], DAVIS [26] and UCF101 [30]
datasets. Our main contributions can be summarized as fol-
lows:

e New Data Augmentation Strategy. We propose a new
data augmentation strategy called FTM that, when ap-
plied to existing video datasets, makes models learn
both continuous and discontinuous motions without
any additional train datasets.

* New Module & Loss Function. We propose a new
module which can separate continuous and discontin-
uous motions. This module can be applied to many
recent deep learning-based VFI architectures. We also
propose a loss function to supervise the module.

* Performance. Applied to various state-of-the-art VFI
models, our method achieves performance improve-
ment on not only the dataset containing discontinuous
motions, but also many of the other benchmarks with
only continuous motions.

2. Related Work

Most existing video frame interpolation algorithms con-
sist of two parts: motion estimation and motion com-

pensation. Motion estimation modules estimate the pixel
level correspondences between two consecutive frames to
get motion information. Then motion compensation parts
warp the frames according to the estimated motion. Recent
video frame interpolation researches utilize deep neural net-
works (DNN) to obtain high quality results in two ways.

One method is the end-to-end learning approach. Sev-
eral works train their neural networks, which perform both
motion estimation and compensation at the same time.
Niklaus et al. [21] propose a network that estimates big ker-
nel weights for all pixels of input frames. Then they adap-
tively convolve the input frames with the estimated kernels
to obtain the output frame. Since the large kernel size re-
quires excessively many weights, Niklaus ez al. [22] solve
this problem by using separable kernels. On the other hand,
Liu et al. [16] and Jiang et al. [12] propose the neural net-
work that estimates dense flow map, which consists of the
vectors directly pointing to the reference pixels. However,
the above methods have limitations that the kernel-based
ones cannot deal with the motion beyond the kernels, and
the flow-based ones only refer to one pixel for each output
pixel. To solve the problem, Lee et al. [21] combine the
two methods using the deformable convolution [5]. Some
approaches propose the neural networks that directly es-
timate the intermediate frames without motion compensa-
tion. Long et al. [17] train a simple U-Net [27] to es-
timate the intermediate frames, but the results tend to be
blurry. Therefore, Choi et al. [4] propose a new architec-
ture based on channel attention to obtain sharper results.
Recently, transformer-based algorithms [ 18, 28] have been
proposed. Lu et al. [18] identify a limitation of convolution
operations which can only handle small motion and solve
this with transformer architecture. Shi ef al. [28] expand
from Lee et al. [21] to produce high quality result by adding
transformer-based block.

The second method is the optical flow-based approach.
Recently, many approaches to estimate high-quality opti-
cal flow maps have been introduced [I1, 24, 25, 31, 32].
Therefore, several works make use of the optical flow
maps as motion information and train additional net-
works for motion compensation or output frame refinement.
Niklaus et al. [19] utilize the context information extracted
from ResNet-18 [O] along with the optical flows and refine
the warped frames using their own neural network based on
GridNet [8]. Using pre-trained optical flow has a problem
that the flow maps consist of the vectors starting from the
input frames. However, the vectors starting from the output
frame are necessary to warp the frames clearly. To deal with
this problem, Bao et al. [1] use the depth maps obtained
from the hourglass architecture-based mono depth estima-
tion network [3] to invert the optical flow maps clearly.
Niklaus et al. [20] propose to combine all pixel values that
are projected into the same locations using SoftMax func-
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tion. Park et al. [24] use the symmetric bilateral motions
estimated as a linear to improve the quality of the motion.
However, considering the limitation of handling the region
where the constraint does not exist, Park ef al. [25] expands
the symmetric to asymmetric motion for robust video frame
interpolation. On the other hand, several algorithms are
proposed in terms of efficiency. Kong et al. [14] proposes
warp and refine immediately with pyramid architecture and
demonstrates that this approach is efficient compared with
previous flow-based algorithms. Huang ef al. [10] achieves
real-time flow estimation by employing not pre-trained flow
network but end-to-end convolution network.

There are some researches to expand the domain of
videos to be interpolated. Xiangyu et al. [35] propose the
quadratic video interpolation approach which utilizes four
frames to cover not only linear motions, but also quadratic
motions. However, they still cannot incorporate discontin-
uous motions. Lastly, Li ef al. [29] propose the network
that can interpolate cartoon videos. However, they focus on
the characteristics of cartoon images, not the motion of the
videos. In this paper, we expand the video interpolation task
to cover not only the natural motions, but also discontinuous
transitions between the frames.

3. Proposed Approach

Given the two consecutive video frames I,I, €
RIXWXC (sometimes along with additional frames), re-
cent deep learning-based VFI methods try to build a net-
work F to estimate the intermediate frame 1. Omitting the
additional frames, we can express the VFI frameworks as
follows:

I=F(,I) (1)

However, most of the networks are designed to deal with
only continuous motions. To make them robust to the dis-
continuous motions like in Figure 1, there are two main
problems that need to be solved. First, they are mainly
trained on the datasets containing only continuous motions
such as Vimeo90K [36]. To solve this problem without
collecting additional train dataset, we propose a data aug-
mentation method called FTM, which is introduced in Sec-
tion 3.1. Second, many of the architectures make use of
motion information such as optical flow, which limits the
models to considering only the continuous motions. To
solve this problem, we propose a new module that predicts
discontinuity map (D-map), which is introduced in Sec-
tion 3.2. Applied to many existing networks, it makes them
able to deal with both continuous and discontinuous mo-
tions better.

Original

M

™

FTM

Figure 2. Example of augmented training data. Figure-Text Mix-
ing is applied randomly in units of sequence.

3.1. Figure-Text Mixing (FTM)

Previous studies have only applied flip augmentation

with spatial and temporal axes. However, this general aug-
mentation is not sufficient alone to address various types
of videos. We proposed a new data augmentation method
for frame interpolation, called Figure-Text mixing (FTM),
to handle general video frame interpolation. FTM consisted
of two types of data augmentation methods: figure mix-
ing (FM) and text mixing (TM). The discontinuity map, i.e.,
the results of our network, is the difference map between the
original ground-truth frame and augmented ground-truth
frame in the training stage. We can train the proposed net-
work with the supervision of the discontinuity map by ap-
plying the data augmentation technique.
Figure Mixing. We added figures to the input frames to
address the static objects in videos. The added figures had
the same position and property on all input frames. We ran-
domly applied the augmentation for the video sequence (see
Figure 2). This technique can be the guideline where the
discontinuous motion area exists. This method also main-
tained the edge of an object from collapsing, even if the
object had continuous motion.

Text Mixing. There were many letters or sentences in
videos, such as chatting and watermark. We included text
on the video in the following four methods owing to the dif-
ference between the property of discontinuous and continu-
ous motion areas: 1) the position of the text is static in the
entire video, 2) where the text does not exist in the previous
frame and appears in the future frame, 3) in the opposite
of case 2), 4) the position of the text changes. We set the
method of FTM in which the ground-truth frame and the
discontinuity map follow the previous frame augmentation
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Figure 3. Visualization of Discontinuity map (D-map) estimated
for a sample. AdaCoF and VFIT-B are the baseline networks
where we apply our methods. D-map commonly shows the user
interface elements (UI) that are fixed on their position and some
digits that change dynamically (highlighted in red boxes).

in text mixing. Therefore, we applied data augmentation, as
given in Figure 2. The first row of Figure 2 is the case of 2),
and the second row is the case of 4).

3.2. Discontinuity Map (D-map)

Some examples of discontinuous motions in Figure 1
share an important property: interpolation of discontinu-
ously moving object can be done by simply copying it onto
one of the adjacent frames. However, this method may pose
minor problems. First is the problem of determining which
frame to copy between the front and back frames. The sec-
ond is some samples where the copying strategy does not
work like in the fourth row of Figure 1. However, the prob-
lem of interpolating these cases is ill-posed fundamentally.
For example, it is difficult to identify which digit should
be generated when it changes frame-by-frame. Considering
the visual quality, even for the above two cases, it is more
appropriate to simply copy the previous or next frame than
let the motion compensation model to solve this problem.

Therefore, we additionally estimate a 1-channel map
called Discontinuity map (D-map) to distinguish the con-
tinuous and discontinuous motion areas. The pixels in con-
tinuous areas are estimated by the baseline VFI network,
and those in discontinuous areas are copied from the previ-
ous frame. When D € (0, 1)#*W>1 represents a D-map,
the proposed VFI process can be expressed as follows:

I, = F(I, L) )

I(x) =IL.(x)- (1 - D(x)) + I1(x) - D(x),  (3)

where I, is the continuously interpolated frame and x €
[1,H] x [1,W] represents the location. For example, we
discovered that D-map commonly indicates Ul elements or
digits which have discontinuous motion regardless of base-
line networks in Figure 3. More examples of D-map are
shown in supplementary material.
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Figure 4. The architecture of our method. VFI network can be var-
ious state-of-the-art models. Our modifications from the baseline
are the number of frames and D-map estimator.

Discontinuity map estimation. Given a conventional
VFI network F as a baseline, D-map is estimated by a
lightweight CNN-based module. The input of this mod-
ule is a feature map obtained from a specific layer of F
in Figure 4. We select the most appropriate layer for each
network and the details are presented in supplementary ma-
terial. In addition, we increase the number of input frames
of the baseline networks to four because the continuity and
discontinuity cannot be defined with only two frames. For
fair comparison with the previous methods, we also com-
pare the 2-frame versions in Section 4. Finally, the modi-
fied network (4 frame input and D-map estimation module-
added) is trained with the loss functions that are introduced
in Section 3.3 (with FTM applied as well).

3.3. Objective Functions

Loss Function. First, we reduced the difference between
the model output I,,; and ground truth I,. We used ¢4
norm for the loss as follows:

El = ||Iout - IgtHl . (4)

We use the Charbonnier Function ®(z) = (22 + €2)!/?
for optimizing ¢, distance, where ¢ = 0.001 by following
Liuetal. [16].

Discontinuity map Supervision. When both FTM and D-
map are applied in training stage, the ground truth of D-map
Dgy; can be obtained by simply getting the areas of added
figures and texts. Therefore, we can provide the D-map
supervision to the network to learn the location of discon-
tinuous motion areas. We use ¢; loss between D and D,
as follows:

Lp =D = Dyl - ®)

We find that just adding the two losses with same rate works
well. Therefore, the total loss for training is as follows:

Liotat = L1+ LD . (6)
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Vimeo-90k UCF101 DAVIS GDM

PSNR SSIM  LPIPS PSNR SSIM  LPIPS PSNR SSIM  LPIPS PSNR  SSIM  LPIPS
DVF [16] 32792 09359 0.0395 32122 09366 0.0356 25596 0.8084 0.1452 28709 09118 0.0753
DVF-FTM 32.833 09361 0.0395 32.162 09369 0.0360 25.605 0.8078 0.1449 28.984 09134 0.0728
SepConv [22] 32.880 0.9306 0.0681 32993 09416 0.0429 25952 0.8108 0.2209 29.667 0.9197 0.0870
SepConv-FTM  33.064  0.9325 0.0665 33.157 0.9428 0.0418 25.873 0.8103 0.2188 29914 09235 0.0797
AdaCoF [15] 34.103  0.9459 0.0427 33.320 09438 0.0353 26.791 0.8353 0.1643 29980 0.9227 0.0803
AdaCoF-FTM  34.167 0.9497 0.0396 33.333 0.9437 0.0345 26.719 0.8342 0.1561 30.064 0.9278  0.0728
CAIN [4] 34.699 09514 0.0421 33306 0.9444 0.0373 27.449 0.8511 0.1855 30.238 0.9284  0.0807
CAIN-FTM 34987 09537 0.0414 33.448 09453 0.0363 27.427 0.8528 0.1879  30.429 0.9328 0.0776
VFIT-B [28] 36.743  0.9638  0.0318 33769 0.9472  0.0363 28.090 0.8640 0.1442 30.019 0.9280 0.0736
VFIT-B-FTM 36.695 0.9633 0.0322 33.821 0.9474 0.0377 28.140 0.8627 0.1506 30.473 0.9321  0.0693

Table 1. Effect of the Figure-Text Mixing (FTM) augmentation. The label *-FTM’ means the model trained with FTM applied. The bold

highlights mean that the performances are improved by FTM.

4. Experiments
4.1. Experimental Settings

Training Settings. We use Vimeo90K [36] septuplet train
dataset for training, which consists of 91,701 sequences of
seven 448 x 256 frames. For the data augmentations, we
randomly crop the 256 x 256 patches and flip them hori-
zontally, vertically, and temporally. We then add the pro-
posed data augmentation (FTM). For the other options such
as learning rates, scheduling, batch sizes, and the optimiz-
ers, we follow the respective papers where each baseline
network is proposed. Note that the proposed methods are
all that can be applied to various baseline models.
Evaluation Setting.  For the evaluation, we select
some recent VFI networks each representing the warping-
based [15], direct prediction-based [4], and transformer-
based [28] architecture. Then we observe the performance
changes as the three proposed ideas (FTM, D-map, and Lp)
are applied. We select three test benchmarks that are com-
monly used: Vimeo90K [36] test dataset, UCF101 [30],
DAVIS test-dev dataset [26]. In addition, we construct a
new test set called Graphic Discontinuous Motion (GDM)
dataset which consists of high resolution videos of game
scenes with abundant discontinuous motions. There are
some more details of GDM dataset in the supplemen-
tary material. We evaluate each algorithm by comparing
PSNR (Peak Signal-to-Noise Ratio), SSIM (Structural Sim-
ilarity) [33], and LPIPS (Learned Perceptual Image Patch
Similarity) [38] for all test datasets.

4.2. Ablation Study

Figure-Text Mixing (FTM). To figure out the effective-
ness of FTM, we first train some recent VFI networks (Ada-
CoF [15], DVF [16], SepConv [22], CAIN [4], and VFIT-
B [28]) following their own training strategy. Then we train

them again in the same ways with FTM applied. Table 1
presents that FTM significantly improves the interpolation
performance especially in GDM dataset. FTM is also effec-
tive on the conventional test benchmarks with only contin-
uous motions such as Viemo90k, UCF101, and DAVIS in
many cases.

Discontinuity Map. As mentioned in Section 4.1, we ap-
ply D-map to the three recent VFI networks: AdaCoF [15],
CAIN [4], and VFIT-B [28]. Then we train three or four
versions of each network. First is the baseline network, sec-
ond is the D-map applied version and the third is the D-
map applied one with the supervision loss L. Except for
VFIT-B which requires four input frames, we additionally
train the versions with two input frames for fair compar-
ison (note that D-map applied versions basically require
four frames). Table 2 presents how D-map and Lp af-
fect the performance. In short, applying D-map estimation
module significantly improves the interpolation quality on
GDM dataset. Moreover, some results show improved per-
formance for the other datasets as well, and relatively small
amounts of degradation gaps in some cases. For the models
with only two input frames, AdaCoF-D (2) illustrates bet-
ter performance than the baseline. CAIN-D (2) sometimes
reveals lower quality on Vimeo 90K and DAVIS dataset,
while it shows improvement on GDM dataset. Consider-
ing that our objective is to make VFI models robust to dis-
continuous motions without significantly degrading perfor-
mance over continuous motions, the ideas clearly achieve
our intention. In addition, we can also confirm that £ is
more effective on AdaCoF, compared to the other baselines.

4.3. Quantitative Results

We evaluate our network with several previous al-
gorithms including DVF [16], SuperSlomo [12], Sep-
Conv [22], AdaCoF [15], Softsplat [20], CAIN [4],
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Vimeo-90k UCF101 DAVIS GDM

PSNR SSIM  LPIPS PSNR SSIM  LPIPS PSNR SSIM  LPIPS PSNR SSIM  LPIPS
AdaCoF (2) [15] 34.103  0.9459 0.0427 33.320 09438 0.0353 26.791 0.8353 0.1643 29980 0.9227 0.0803
AdaCoF-D (2) 34385 0.9483 0.0412 33.355 09439 0.0358 26.754 0.8356 0.1605 30.097 0.9260 0.0787
AdaCoF-D (4) 35240 09534 0.0384 33595 09452 0.0353 27.171 0.8425 0.1635 30.212 0.9255 0.0793
AdaCoF-D-Lp (4) 35267 0.9535 0.0385 33.611 0.9453 0.0350 27.226 0.8424 0.1597 30.242 0.9296 0.0760
CAIN (2) [4] 34699 09514 0.0421 33.306 09444 0.0373 27.449 0.8511 0.1855 30.238 0.9284 0.0807
CAIN-D (2) 34546 0.9500 0.0455 33.319 09445 0.0375 27301 0.8499 0.1927 30.616 0.9314 0.0792
CAIN-D (4) 35.540 09560 0.0405 33.618 0.9461 0.0376 28.021 0.8612 0.1852 31.011 0.9375 0.0664
CAIN-D-Lp (4) 35.169 0.9526  0.0451 33.589 09456 0.0390 27.897 0.8571 0.2019 30936 0.9293  0.0703
VFIT-B (4) [28] 36.743 09638 0.0318 33.769 09472 0.0363 28.090 0.8640 0.1442 30.019 0.9280 0.0736
VFIT-B-D (4) 36.650 0.9634 0.0320 33.819 09474 0.0367 28.026 0.8621  0.1507 30.965 0.9381 0.0652
VFIT-B-D-Lp (4)  36.671 0.9631 0.0324 33.823 0.9475 0.0370 28.056 0.8625 0.1507 30.921  0.9371  0.0645

Table 2. Effect of applying D-map and Lp. *-D’ and ’-Lp’ indicate the versions applying D-map and Lp each
’(4)” mean the number of input frames. The bold highlights imply that the performances are the best among the versions sharing the same

. The labels ’(2)’ and

baseline.
Vimeo-90k UCF101 DAVIS GDM

PSNR SSIM LPIPS PSNR SSIM LPIPS PSNR SSIM LPIPS PSNR SSIM LPIPS
DVF (2) [16] 32,792 09359 0.0395 32.333 09397 0.0340 24.087 0.7852 0.1588 28.709 09118 0.0753
SuperSlomo (2) [12] 30.812  0.9291 0.0482 28.500 0.9228 0.0564 26.259 0.8303 0.1206 27.651 0.8911 0.1117
SepConv-L1 (2) [22]  33.729 09454  0.0335 33.075 0.9419 0.0333 26.550 0.8376 0.1478 29.696 0.9082  0.1037
AdaCoF (2) [15] 34.103 0.9459  0.0427 33.320 0.9438 0.0353 26.791 0.8353 0.1643 29.980 0.9227 0.0803
Softsplat-L£1 (2) [20] 33.723 09452 0.0336  33.112 09419 0.0332 26.542 0.8376 0.1479 29.667 0.9086  0.1039
CAIN (2) [4] 34.699 09514 0.0421 33.306 09444 0.0373 27.449 0.8511 0.1855 30.238 0.9284  0.0807
ABME (2) [25] 35.846  0.9584 0.0309 33.542 0.9458 0.0383 27.661 0.8601 0.1320 29.472 0.9209 0.0958
RIFE (2) [10] 34.048 09449  0.0233 33.184 09412 0.0284 27.246 0.8471 0.0925 30.085 0.9088  0.0801
IFRNet (2) [14] 35.837 09597 0.0274 33451 0.9450 0.0330 27.467 0.8596 0.1261 30.239 0.9277 0.0706
VFIT-B (4) [28] 36.963 0.9649 0.0304 33.837 09474 0.0367 28.153 0.8652 0.1440 30.217 09274 0.0760
CAIN-D (2) 34546 09500 0.0455 33.319 09445 0.0375 27.301 0.8499 0.1927 30.616 0.9314 0.0792
VFIT-B-D-Lp (4) 36.671 0.9631 0.0324 33.823 0.9475 0.0370 28.056 0.8625 0.1507 30.921 0.9371 0.0645

Table 3. Quantitative evaluation on three datasets. The labels ’(2)’ and *(4)’ indicate the number of input frames. The red highlights define

the best, blue highlights second best.

ABME [25], RIFE [10], IFRNet [14], and VFIT-B [28].
Since we have many possible versions, we select two mod-
els for comparison: CAIN-D (2) representing two-input-
frames model and VFIT-B + D-map-4 + Lp representing
four-input-frames model. As shown in Table 3, our meth-
ods outperform the previous algorithms on GDM dataset
for three metrics by a high margin (note that the previous
algorithms are pretrained models provided and our two net-
works are re-trained with the proposed method). Especially,
despite the lower performance of CAIN baseline compared
to the other networks, CAIN-D (2) achieves second best
performance on GDM dataset. These results clearly show
both the failures of the previous methods and the robust-
ness of our approach for discontinuous motion. Moreover,
our methods still show competitive performance among the
state-of-the-art VFI networks even on continuous motions.

Table 1 shows that FTM can be used for training any
algorithms and leads high performance for discontinuous
motion. We can obtain better performance on GDM dataset
for five algorithms without using extra training datasets. Ta-
ble 2 shows that our ideas clearly improve the existing mod-
els. These results proves that our module can apply to any
previous models and successfully improve the performance
of baseline models on GDM dataset. Our methods achieve
high performances on GDM dataset with slightly lower or
higher quality on other three datasets.

4.4. Qualitative Results

We apply our methods on various types of videos to
demonstrate the effectiveness of our ideas. We visually
compare the results on two types of datasets each contain-
ing continuous and discontinuous motions. Since there are
multiple versions of the proposed method, we select the re-
sults from VFIT-B-D-Lp in Figures 5, 6, 7 as Ours.
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Figure 5. Qualitative results on DAVIS test-dev dataset.

Continuous motion. We select the DAVIS test-dev
dataset [26] to compare the results on continuous motions,
generally addressed in previous studies. We compare our
method with CAIN [4], AdaCoF [15], ABME [25], IFR-
Net [14], and RIFE [10]. As shown in Figure 5, the other
algorithms suffer from afterimage effects for large mo-
tion (see 2nd 4th row of Figure 5). On the other hand, our
method shows relatively clear results. In the case of the
sequence that has both continuous and discontinuous mo-
tions (1st row of Figure 5), the texts which need to main-
tain their rigid shape are distorted by the previous meth-
ods while our method show relatively clear results. In con-
clusion, compared to the other approaches, our method not
only maintains the quality for continuous domain, but also
produces sharp and clear results for large motion by main-
taining the structure of the objects.

Discontinuous motion. We conduct two types of compar-
isons to demonstrate the effectiveness on discontinuous mo-
tion: comparison with previous algorithms on discontinu-
ous video sequences from GDM dataset in Figure 6, and
comparison between baseline networks and ones with our
methods applied in Figure 7. In Figure 6, there are vari-
ous types of discontinuous motions that were illustrated in
Figure 1. We focus on two issues from the results of previ-
ous methods: 1) they sometimes fail to distinguish between
continuous and discontinuous motion area, and 2) they have
difficulty maintaining the structure of the discontinuously
moving object, while they perform well in continuous mo-

ABME IFRNet RIFE

tion area. Especially for the fixed objects, although all the
VFI models need to do is just copying them from the previ-
ous frame, they sometimes suffer from some artifacts, while
our method shows the clear shape compared with previ-
ous algorithms (See 2nd and 4th row of Figure 6). Simi-
larly, the previous algorithms produce interpolated or inac-
curate image for changing numbers and suddenly appearing
objects (See 1Ist and 3rd row of Figure 6). However, our
method shows better results by recognizing the momentar-
ily changing scene. Figure 6 proves the limitations of pre-
vious algorithms on discontinuous motions and shows that
our ideas can effectively cover both continuous and discon-
tinuous domains.

Figure 7 shows the flexibility and effectiveness of our
methods by revealing each baseline networks with applied
our ideas. +Ours indicates applying FTM, D-map and Lp
to each baseline network. The results from baseline algo-
rithms suffer from some artifacts, but applying our ideas
leads to clear and sharper results on discontinuous motions.
Figure 7 clearly shows that our methods can help the exist-
ing VFI models to be robust to the discontinuous motions
and can be applied to various baselines.

5. Limitations

While FTM and D-map approaches can cover most cases
of discontinuous motions, there are many other cases be-
yond that coverage. The main reason of the limitations is
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AdaCoF

IFRNet RIFE Ours

Figure 6. Visual comparison of with discontinuous motion.

AdaCoF

AdaCoF+Ours CAIN

CAIN+Ours VFIT VFIT+Ours

Figure 7. Visual comparison between baseline algorithms and re-training with our methods.

that our definition of discontinuous motion and the pro-
posed ideas are somewhat naive, which make the solution
sub-optimal. However, it is true that our approach can
make the existing VFI models significantly more robust.
Therefore, we hope some further researchers focus on more
fundamental natures of discontinuous motions and propose
more optimal solutions.

6. Conclusion

In this paper, we present the novel network for general
video frame interpolation to address both continuous and
discontinuous motion areas. We also propose a new data
augmentation, named figure-text mixing (FTM), to handle

discontinuous motion areas and to overcome large motion.
The evaluation shows state-of-the-art results for all kinds of
datasets and indicators. These results imply that our net-
work performs well for the general motion area without us-
ing extra datasets. We also demonstrated that the proposed
architecture and data augmentation are effective solutions to
handle general motion in various domains in ablation stud-
ies.
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