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Abstract

We study human pose estimation in extremely low-light
images. This task is challenging due to the difficulty of
collecting real low-light images with accurate labels, and
severely corrupted inputs that degrade prediction quality
significantly. To address the first issue, we develop a ded-
icated camera system and build a new dataset of real low-
light images with accurate pose labels. Thanks to our cam-
era system, each low-light image in our dataset is coupled
with an aligned well-lit image, which enables accurate pose
labeling and is used as privileged information during train-
ing. We also propose a new model and a new training strat-
egy that fully exploit the privileged information to learn rep-
resentation insensitive to lighting conditions. Our method
demonstrates outstanding performance on real extremely
low-light images, and extensive analyses validate that both
of our model and dataset contribute to the success.

1. Introduction
Deep neural networks [6, 55, 56, 64, 66] trained with

large-scale datasets [1, 18, 30, 35, 38] have driven dramatic
advances in human pose estimation recently. However, their
success demands high-quality inputs taken in controlled en-
vironments while in real-world applications images are of-
ten corrupted by low-light conditions, adverse weather con-
ditions, sensor noises, motion blur, etc. Indeed, a precon-
dition for human pose estimation in the wild is robustness
against such adverse conditions.

Motivated by this, we study pose estimation under ex-
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tremely low-light conditions using a single sRGB image, in
which humans can barely see anything. The task is highly
practical as its solution enables nighttime applications of
pose estimation without raw-RGB data or additional de-
vices like IR cameras. It is at the same time challenging
due to the following two reasons. The first is the difficulty
of data collection. Manual annotation of human poses in
low-light images is often troublesome due to their limited
visibility. The second is the difficulty of pose estimation
on low-light images. The poor quality of low-light im-
ages in terms of visibility and signal-to-noise ratio largely
degrades prediction accuracy of common pose estimation
models. A naı̈ve way to mitigate the second issue is to ap-
ply low-light image enhancement [5, 28, 41, 42, 62] to input
images. However, image enhancement is in general highly
expensive in both computation and memory. Also, it is not
aware of downstream recognition tasks and thus could be
sub-optimal for pose estimation in low-light conditions.

To tackle this challenging problem, we first present a
new dataset of real extremely low-light images with ground-
truth pose labels. The key feature of our dataset is that
each low-light image is coupled with a well-lit image of
the same content. The advantage of using the well-lit im-
ages is two-fold. First, they enable accurate labeling for
their low-light counterparts thanks to their substantially bet-
ter visibility. Second, they can be utilized as privileged in-
formation [13, 32, 40, 57, 58], i.e., additional input data that
are more informative than the original ones (low-light im-
ages in our case) but available only in training, to further
improve performance on low-light images. Such benefits
of paired training images have also been validated in other
robust recognition tasks [9, 34, 46–49]. The beauty of our
dataset is that pairs of low-light and well-lit images are all
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real and aligned, unlike existing datasets that provide pairs
of synthetic-real images [9, 47, 48] or those of largely mis-
aligned real images [46,49]. Since it is practically impossi-
ble to capture such paired images using common cameras,
we build a dedicated camera system for data collection.

We also propose an effective method based on learning
using privileged information (LUPI) [58] to fully exploit
our dataset. The proposed method considers a model tak-
ing low-light inputs as a student and a model dealing with
corresponding well-lit images as a teacher. Both of the
teacher and student are trained by a common pose estima-
tion loss, and the student further utilizes knowledge of the
teacher as additional supervision. Specifically, our method
employs neural styles of intermediate feature maps as the
knowledge and forces neural styles of low-light images to
approximate those of well-lit images by an additional loss.
As will be demonstrated, this LUPI approach allows the
learned representation to be insensitive to lighting condi-
tions. Moreover, we design a new network architecture that
unifies the teacher and student through lighting-condition
specific batch normalization (LSBN). LSBN consists of two
batch normalization (BN) layers, each of which serves im-
ages of each lighting condition, i.e., ‘well-lit’ or ‘low-light’.
We replace BNs of an existing network with LSBNs so that
images of different lighting conditions are processed by dif-
ferent BNs. Hence, in our architecture, the teacher and stu-
dent share all the parameters except for those of their corre-
sponding BNs, which allows the student to enjoy the strong
representation learned using well-lit images.

The efficacy of our method is evaluated on real low-light
images we collected for testing. Our method outperforms its
reduced versions and relevant approaches such as lighting-
condition adversarial learning and a combination of image
enhancement and pose estimation. These results clearly
demonstrate the advantages of our dataset and method. In
short, our major contribution is three-fold:

• We propose a novel approach to human pose estimation
in extremely low-light conditions using a single sRGB
image. To the best of our knowledge, we are the first to
tackle this challenging but highly practical problem.

• We build a new dataset that provides real and aligned
low-light and well-lit images with accurate pose labels.

• We present a strong baseline method that fully exploits
the low-light and well-lit image pairs of our dataset.

2. Related Work
Low-light Image Enhancement. Classical methods for
low-light image enhancement have been developed based
on histogram equalization and the Retinex theory [19, 25,
29, 33]. Recently, learning-based methods have driven re-
markable advances in this field; examples include an auto-
encoder [41], a multi-branch architecture [42], and a U-Net

architecture [5]. Also, Jiang et al. [28] proposed a GAN
using unpaired low-light and well-lit images, and Wang et
al. [62] learned mapping from low-light to well-lit images
via normalizing flow. They usually require heavy computa-
tion and are learned without considering downstream recog-
nition tasks. In contrast, we focus on learning features in-
sensitive to lighting-condition for pose estimation while by-
passing low-light image enhancement.
Low-light Datasets. SID [5] and LOL [63] provide paired
low-light and well-lit images. Wang et al. [60] collected
paired low-light and well-lit videos by playing motion us-
ing an electric slide system. Due to the difficulty of cap-
turing paired images simultaneously, they only provide im-
ages of static objects. Meanwhile, Jiang et al. [27] built a
dual-camera system to capture paired low-light and well-lit
videos at once. Inspired by this, we construct a dedicated
camera system for collecting paired low-light and well-lit
images of humans with motion. Low-light datasets have
also been proposed for other tasks, e.g., ARID [65] for hu-
man action recognition, NOD [43] and ExDark [39] for ob-
ject detection. While these datasets provide only low-light
images for training recognition models, our dataset provides
low-light images along with their well-lit counterparts as
well as accurate human pose labels.
Pose Estimation in Low-light Conditions. Crescitelli et
al. [7, 8] presented a human pose dataset containing 1,800
sRGB and 2,400 infrared (IR) images captured at night, and
integrated sRGB and IR features for human pose estima-
tion. Our work is clearly distinct from this in two aspects.
First, we focus on human pose estimation in extremely low-
light images, in which humans barely see anything. On the
other hand, Crescitelli et al. [7, 8] captured images of night
scenes with light sources, in which most human objects are
sufficiently visible. Second, our model takes a single sRGB
image captured in a low-light environment as input for pose
estimation without demanding extra observations like IR
images. To the best of our knowledge, our work is the first
to tackle this challenging but highly practical task.
Robust Visual Recognition. The performance of con-
ventional recognition models often gets degraded in ad-
verse conditions [37, 39, 43, 61]. To address this issue,
the robustness of visual recognition has been actively stud-
ied [17, 21, 22, 34, 49, 51, 53, 54]. Low-light visual recog-
nition is one such direction that aims at learning features
robust to limited visibility of low-light images. Sasagawa et
al. [50] utilized a U-Net architecture to restore well-lit im-
ages from raw-RGB low-light images for object detection.
Morawski et al. [43] incorporated an image enhancement
module into an object detector and proposed lighting varia-
tion augmentations for nighttime recognition. However, the
enhancement module is often substantially heavy to be in-
tegrated with recognition models. We instead learn a pose
estimation model insensitive to lighting conditions so that it
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Figure 1. Our dual-camera system that consists of two camera
modules with a beam splitter and an ND filter.

does not need an extra module for image enhancement.
Learning Using Privileged Information. LUPI aims at
exploiting privileged information available only in train-
ing to improve target models in terms of accuracy, label-
efficiency, and convergence speed. Vapnik et al. [58] first
introduced LUPI for support vector machine classifiers.
The idea has been extended to tackle various tasks beyond
classification, e.g., object localization [13], metric learn-
ing [14], ranking [52], and clustering [12]. LUPI has also
been studied for training deep neural networks: Lopez-
Paz et al. [40] investigated the relation between LUPI and
knowledge distillation [23], Lambert et al. [32] developed
a new dropout operation controlled by privileged informa-
tion, and Hoffman et al. [24] employed an auxiliary model
that approximates the teacher using ordinary input data. Our
work is clearly distinct from these in terms of the model ar-
chitecture and the way of teacher-student interaction as well
as the target task: Our model maximizes parameters shared
by the teacher and student so that privileged information
helps improve representation quality of the student, and the
student is trained to approximate internal behavior of the
teacher as well as predicting human poses.

3. ExLPose Dataset
We propose the first Extremely Low-light image dataset

for human Pose estimation, coined ExLPose. The ExLPose
dataset provides pairs of low-light and well-lit images that
are real and aligned, as well as their ground-truth human
pose labels. We believe that the accurate pose labels and
well-lit counterparts for extremely low-light images will
open a new and promising research direction towards hu-
man pose estimation in low-light conditions.

Since it is practically impossible to simultaneously cap-
ture paired low-light and well-lit images using common
cameras, we construct a dual-camera system [27, 44] ded-
icated to the purpose. Our camera system is depicted in
Fig. 1. It consists of two camera modules with a beam split-
ter that distributes light from a lens equally to the two cam-
era modules. One of the modules captures well-lit images,
and the other captures low-light images through a 1% neu-
tral density (ND) filter that optically reduces the amount of
light by 100 times. The two camera modules simultane-
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Figure 2. Pairs of well-lit (top) and low-light (bottom) images cap-
tured in the same scene. The low-light images are scaled by 30
times for visualization.

ously capture a pair of low-light and well-lit images of the
same scene with a synchronized shutter. As done in [45],
the images are geometrically aligned using a reference im-
age pair captured in a static scene. Details of the geometric
alignment are given in Sec. C of the supplement.

We collected images of various indoor and daytime out-
door scenes in the sRGB format. To cover low-light scenes
of diverse brightness levels, we collected low-light images
with various exposure times. Specifically, for each scene,
we first manually found a proper exposure time and a gain
value to capture a well-lit image without losing much infor-
mation in the highlights or in the shadows, and also without
motion blur. Then, we sequentially captured low-light im-
ages reducing the exposure time by 1, 2, 4, 8, and 12 times
with the same gain value as shown at the bottom of Fig. 2.
At the same time, for the well-lit images, we also changed
the exposure time in the same manner to synchronize the
exposure time for each frame, but inverse-proportionally in-
creased the gain value to maintain the same brightness level
as presented at the top of Fig. 2. For the indoor scenes, we
reduced the exposure time by 1, 2, 3, 4, and 6 times. Note
that low-light and well-lit images of a pair are captured with
the same exposure time.

Finally, we collected 2,556 pairs of low-light and well-lit
images of 251 scenes; 2,065 pairs of 201 scenes are used for
training, and the remaining 491 pairs of 50 scenes are kept
for testing. We manually annotated a bounding box and 14
body joints for each person using well-lit images following
the CrowdPose dataset [36], and collected annotations for
14,215 human instances. The annotations are used as the
ground-truth labels for both low-light and well-lit images
as the images are spatially aligned.

While the dedicated camera system allows capturing real
low-light images paired with well-lit images, it may intro-
duce two limitations regarding the generalization ability of
the pose estimation method. First, the dataset does not cover
diverse cameras as the system is designed with specific
camera modules. Second, low-light images captured with
an ND filter may have different characteristics than low-
light images captured at night. Thus, for the evaluation of
the generalization ability, we also propose another dataset,
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#Scenes #Images #Instances Camera Mean Intensity Paired Well-lit Resolution

ExLPose Train 201 2,065 11,405 daA1920-160uc 2.0 (low-light) / 90.5 (well-lit) ✓ 1920×1200Test 50 491 2,810

ExLPose-OCN Test - 180 466 A7M3 3.8 6000×4000180 524 RICOH3 5.6

Table 1. Statistics of the ExLPose and ExLPose-OCN datasets.
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Figure 3. Example images of the ExLPose dataset. WL and LL indicate well-lit and
low-light images, respectively. Scaled LL denotes low-light images with intensities
scaled up for visualization.

Sc
al

ed
 L

L
LL

A7M3 RICOH3

Figure 4. Example images of the ExLPose-
OCN dataset. LL and Scaled LL indicate low-
light images with the original intensities and
intensities scaled up for visualization, respec-
tively.

named ExLPose-OCN, that provides extremely low-light
images captured by Other Cameras at Night. Specifically,
the ExLPose-OCN dataset provides images captured using
a DSLR camera (A7M3) and a compact camera (RICHO3)
and manually annotated ground-truth labels, but no well-lit
images. The images are in JPEG format. For each camera,
180 images are provided. Table 1 summarizes statistics of
the ExLPose and ExLPose-OCN datasets, and Fig. 3 and
Fig. 4 show example images of the two datasets.

4. Proposed Method
As our target model deals with extremely low-light im-

ages, it suffers from the significantly low quality of inputs.
To alleviate this, we propose a new method for learning the
target model using the paired well-lit images as privileged
information [58], additional high-quality input data accessi-
ble only in training. Our method introduces another model
called teacher that takes the privileged information as input
and provides rich supervision to the target model called stu-
dent. This method for learning using privileged information
(LUPI) allows the student to simulate the internal behavior
of the teacher as well as learn to predict human poses.

To further exploit the privileged information, we de-
sign a single concise architecture that integrates the teacher
and the student. The key idea is to let them use separate
batch normalization (BN) layers while sharing all the other
parameters of the network; following the domain-specific
batch normalization [4] we call such a set of separate BNs
lighting-condition specific BN (LSBN). This design choice
allows the student to enjoy the strong representation learned

using the well-lit images (i.e., the privileged information)
while capturing specific characteristics of low-light images
through the separate BN parameters.

Our model architecture and LUPI strategy are depicted in
Fig. 5. Note that, before being fed to the student, low-light
images are scaled automatically by adjusting their average
pixel intensity value to a predefined constant. On the other
hand, the teacher takes as input well-lit images as-is. Both
of the teacher and the student are trained by a common pose
estimation loss:

Lpose(P,Y) =
1

K

K∑
i=1

||Pi −Yi||22, (1)

where Pi and Yi denote the predicted heatmap and ground-
truth heatmap for the i-th joint, and K refers to the num-
ber of joints. In addition to the above loss, the student
takes another supervision based on the privileged informa-
tion through the teacher. The remaining part of this section
elaborates on LSBN and LUPI.

4.1. LSBN

For each iteration of training, a low-light image I low

and its well-lit counterpart Iwell are given together as in-
put and processed by different BNs in LSBNs according
to their light conditions. Each LSBN layer contains two
BNs, each of which has its own affine transform parame-
ters, (γlow, βlow) for low-light and (γwell, βwell) for well-lit.
Within a mini-batch of N samples, an LSBN layer whitens
input activations and transforms them using the lighting-
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Figure 5. The proposed model architecture and training strategy. Both of teacher (bottom) and student (top) are trained by the same pose
estimation loss, and student takes additional supervision from teacher through LUPI. The loss for LUPI is applied to the feature maps of
the first convolutional layer (i.e., C1) and the following four residual blocks (i.e., R1–R4) of a ResNet backbone. Teacher and student share
all the parameters except LSBNs. Details of the pose estimation module are presented in Fig. a3 of the supplementary material.

condition specific affine transform parameters in a channel-
wise manner. Let x ∈ RN×H×W denote a channel of acti-
vations computed from N images of a specific lighting con-
dition, and λ be an indicator that returns 1 if the lighting
condition of x is ‘low-light’ and 0 otherwise. The output of
the LSBN layer taking x and λ as inputs is given by

LSBN(x, λ) = λ

(
γlow · x− µ√

σ2 + ϵ
+ βlow

)
+ (1− λ)

(
γwell · x− µ√

σ2 + ϵ
+ βwell

)
, (2)

where µ and σ2 denote mean and variance of the activations
in x, respectively, and ϵ is a small constant adopted for nu-
merical stability.

4.2. LUPI

Since low-light and well-lit images of a pair share the
same content in our dataset, we argue that the gap between
their predictions will be largely affected by their style dif-
ference.1 In our case, the style of an image is determined
by high-frequency noise patterns and its overall intensity.
Hence, in our LUPI strategy, the teacher provides neural
styles of its intermediate feature maps as additional super-
vision to the student so that the student learns to fill the style
gap between low-light and well-lit images in feature spaces;
this approach eventually leads to a learned representation
insensitive to varying lighting conditions.

To implement the above idea, we adopt as a neural
style representation the Gram matrix [16], denoted by G ∈

1It has been known that an image is separated into content and style [16,
31]. Since a pair of low-light and well-lit images in ExLPose have the same
content due to our camera system, they are different only in style.

RC×C , that captures correlations between C channels of a
feature map F. Specifically, it is computed by Gi,j = f⊤i fj
where fi is the vector form of the ith channel of F. Let Glow,l

denote the neural style of a low-light image computed from
the feature map of the lth layer of the student, and similarly,
Gwell,l be the neural style of the coupled well-lit image com-
puted from the feature map of the lth layer of the teacher.
Then our LUPI strategy minimizes the following loss with
respect to Glow,l of all predefined layers so that the neural
style of the student approximates that of the teacher:

LLUPI =
∑
l

1

4C2
l N

2
l

Cl∑
i=1

Cl∑
j=1

(
Glow,l

i,j − Gwell,l
i,j

)2

, (3)

where Cl and Nl are the number of channels and the spatial
size of the lth feature map, respectively.

4.3. Empirical Justification

To investigate the impact of LUPI, we first demonstrate
that it reduces the style gaps between different lighting con-
ditions. To this end, we compute the average Hausdorff
distance [11] between the sets of Gram matrices of dif-
ferent lighting conditions before and after applying LUPI.
Fig. 6(a) shows that the style gaps between different light-
ing conditions are effectively reduced by LUPI as intended.

It is also empirically examined if LSBN and LUPI of
our method eventually lead to a model insensitive to light-
ing conditions. For this purpose, each lighting condition is
represented by the set of features computed from associated
images, and discrepancies between different lighting condi-
tions are estimated by the average Hausdorff distances be-
tween such sets. As shown in Fig. 6(b), LSBN matches the
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Figure 6. Quantitative analysis on (a) style gaps and (b) feature
gaps measured by the average Hausdorff distance [11] between
low-light and well-lit conditions. The gaps are measured on each
level of the four residual blocks (i.e., R1-R4) of the ResNet back-
bone while considering each lighting condition as a set of styles of
associated images in (a) and their features in (b).

feature distributions of different lighting conditions, com-
pared to the model trained with only pose estimation loss
for both low-light and well-lit images, denoted by Baseline-
all. LUPI even further closes the gaps, leading to the repre-
sentation that well aligns two different lighting conditions.

5. Experiments
5.1. Single-person Pose Estimation

To ease the difficulty of the problem and focus solely on
pose estimation, we first tackle single-person pose estima-
tion with the assumption that ground-truth bounding boxes
are given for individuals.
Implementation Details. We adopt Cascaded Pyramid
Network (CPN) [6] with ResNet-50 [20] backbone as our
pose estimation network, which is pre-trained on the Ima-
geNet dataset [10]. All BNs in the backbone are replaced
with LSBNs, and LUPI is applied to the outputs of the first
convolution layer and the following four residual blocks.
The average channel intensity of an input low-light image
is automatically adjusted to 0.4 before being fed to the stu-
dent network following Zheng et al. [67]. More details are
given in Sec. D of the supplement.
Evaluation Protocol. We report the standard average pre-
cision (AP) scores based on object keypoint similarity fol-
lowing CrowdPose [35]. Our method and competitors are
evaluated on both low-light (LL) and well-lit (WL) images.
Low-light images for testing are further divided into three
subsets according to their relative difficulty, low-light nor-
mal (LL-N), low-light hard (LL-H), and low-light extreme
(LL-E), by the gain values of the coupled well-lit images.
Specifically, they are split into 167 LL-N images, 169 LL-H
images, and 155 LL-E images by applying two thresholds,
15 and 24, to their gain values. The mean pixel intensities
of LL-N, LL-H, and LL-E images are 3.2, 1.4, and 0.9, re-
spectively. Note that images of all three subsets are captured
in extremely low-light conditions and hard to be recognized
by humans. The union of the three low-light test splits is

denoted as low-light all (LL-A).

5.1.1 Quantitative Results on the ExLPose Dataset

Our method is compared with potential solutions to the
target task on the five test splits of the ExLPose dataset,
i.e., LL-N, LL-H, LL-E, LL-A, and WL. The solutions in-
clude baselines that train the pose estimation model di-
rectly with the ExLPose dataset, those incorporating low-
light image enhancement techniques as pre-processing, and
domain adaptation methods that consider different lighting
conditions as different domains. Specifically, the baselines
are CPNs trained on low-light images, well-lit images, or
both of them using the pose estimation loss only, which are
denoted by Baseline-low, Baseline-well, and Baseline-all,
respectively. Also, when a low-light image enhancement
technique is incorporated, low-light training images are first
enhanced and both of the enhanced images and well-lit im-
ages are used to train CPN, for which low-light test images
are also enhanced by the same technique; we found that this
strategy maximizes the advantage of image enhancement as
shown in Table. a2 of the supplement. Pose estimation per-
formance of ours and these solutions is given in Table 2.

Our method clearly outperforms all the three baselines in
the four low-light splits, and is even on par with Baseline-
well in the well-lit split. As expected, Baseline-low and
Baseline-well are significantly inferior in the well-lit and
low-light splits, respectively, due to the substantial gap be-
tween training and testing images in lighting conditions.
Baseline-all achieves the best among the baselines, but its
performance is still limited compared with other approaches
including ours. These results suggest that it is not straight-
forward to learn a common model working under both low-
light and well-lit conditions, as also reported in [39, 43]. In
contrast to these early findings, we successfully manage to
train a single model that performs well under both of the
two lighting conditions through LSBN and LUPI.

To evaluate the efficacy of low-light image enhance-
ment, we adopt two enhancement methods: LLFlow [62]
as a learning-based method and LIME [19] as a traditional
method based on the Retinex theory. The combinations
of these enhancement techniques and CPN are denoted as
‘LLFlow + Baseline-all’ and ‘LIME + Baseline-all’. As
shown in the table, low-light image enhancement helps im-
prove performance in two evaluation settings, LL-N and
LL-H, but it rather degrades performance in LL-E. Further-
more, it additionally imposes immense inference latency,
and demands a large amount of memory footprint when
adopting learning-based methods like LLFlow. On the other
hand, our method outperforms them by large margins in all
the five splits with only a small number of additional pa-
rameters and no additional inference latency.

Finally, our method is compared with two domain adap-
tation (DA) methods: DANN [15] for feature-level DA and
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Training data AP@0.5:0.95 Param. (M) Latency (sec)LL WL Enhanced-LL LL-N LL-H LL-E LL-A WL

Baseline-low ✓ 32.6 25.1 13.8 24.6 1.6 27.37 1.07
Baseline-well ✓ 23.5 7.5 1.1 11.5 68.8 27.37 1.07
Baseline-all ✓ ✓ 33.8 25.4 14.3 25.4 57.9 27.37 1.07

LLFlow + Baseline-all ✓ ✓ 35.2 20.1 8.3 22.1 65.1 66.23 3.34
LIME + Baseline-all ✓ ✓ 38.3 25.6 12.5 26.6 63.0 27.37 1.65

DANN ✓ ✓ 34.9 24.9 13.3 25.4 58.6 27.37 1.07
AdvEnt ✓ ✓ 35.6 23.5 8.8 23.8 62.4 27.37 1.07

Ours ✓ ✓ 42.3 34.0 18.6 32.7 68.5 27.53 1.07

Table 2. Pose estimation accuracy in AP@0.5:0.95 on the ExLPose dataset. In the case of training data, LL, WL, and Enhanced-LL
indicate low-light, well-lit, and enhanced low-light images, respectively. In the case of evaluation splits, LL-E, LL-N, LL-H, LL-A, WL
stand for low-light-easy, Low-light-normal, low-light-hard, low-light-all, and well-lit splits, respectively. The number of parameters and
prediction latency of each method are reported along with the accuracy. Baseline-low, Baseline-well, and Baseline-all are the base pose
estimation models (i.e., CPN [6]) trained on low-light, well-lit, and both, respectively.
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Figure 7. Qualitative results of single-person (top) and multi-person (bottom) pose estimation on the ExLPose dataset. Predicted poses and
labels are visualized on corresponding low-light images. (a) Scaled low-light images. (b) Baseline-all. (c) DANN. (d) LIME + Baseline-all.
(e) Ours. (f) Ground-truth. More results can be found in Sec. I of the supplementary material.

AdvEnt [59] for output-level DA. Note that existing DA
methods for 2D human pose estimation [3,26] are not com-
pared since they are essentially based on DANN [15]. For
training CPN with these methods, we assign well-lit images
to a source domain and low-light images to a target do-
main, and utilize pose labels of both domains. The results in
the table show that the direct adaptation between low-light
and well-lit conditions is not effective due to the large do-
main gap, which suggests the necessity of LSBN. Thanks
to LSBN and LUPI, our method clearly surpasses the two
methods in every split. Further analysis on the impact of
LSBN and LUPI is presented in Sec. G of the supplement.

5.1.2 Qualitative Results on the ExLPose Dataset

Our method is qualitatively compared with Baseline-all,
DANN, LIME + Baseline-all in Fig. 7. As shown in the fig-
ure, Baseline-all and DANN fail to predict poses frequently.
LIME + Baseline-all performs best among the competitors,
but often fails to capture details of poses, in particular under
more difficult low-light conditions. Our method clearly ex-
hibits the best results; it estimates human poses accurately
even under the LL-E condition with severe noises.

Label Paired LL-N LL-H LL-E LL-A WLWL LL WL-LL
(a) ✓ ✓ ✓ 42.3 34.0 18.5 32.7 68.5
(b) ✓ ✓ 41.1 30.7 15.5 30.2 65.9
(c) ✓ 5.0 4.7 4.5 4.6 52.8

Table 3. Analysis on the significance of the paired low-light and
well-lit images of the ExLPose dataset. (a) LSBN + LUPI w/pair
(Ours) (b) LSBN + LUPI w/o pair. (c) Ours-UDA w/o pair.

5.1.3 Significance of the ExLPose Dataset

The ExLPose dataset has two significant properties: It pro-
vides pairs of aligned low-light and well-lit images, and it
thus enables accurate labeling of low-light images. The im-
pact of these properties is investigated by additional exper-
iments, whose results are summarized in Table 3.

First, we study the importance of pairing low-light and
well-lit images. To this end, we compare our method
(LSBN + LUPI w/pair) with its variant (LSBN+LUPI w/o
pair) disregarding the pair relations, trained with unrelated
low-light and well-lit images. As demonstrated in the ta-
ble, our method clearly outperforms the variant, which sug-
gests the contribution of pairing low-light and well-lit im-
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AP@0.5:0.95 LL-N LL-H LL-E LL-A WL

Baseline-all 33.8 25.4 14.3 25.4 57.9

LUPI 34.2 23.1 11.2 24.0 61.7
LSBN 39.0 30.2 18.3 30.1 67.2

LSBN + LUPI–feat 39.7 30.8 17.4 30.4 65.2
LSBN + LUPI (Ours) 42.3 34.0 18.5 32.7 68.5

Table 4. Analysis on the impact of LUPI and LSBN.

AP@0.5:0.95 A7M3 RICOH3 Avg.

Base-low 23.7 23.9 23.8
Base-well 15.2 15.6 15.4
Base-all 32.8 31.7 32.2

LLFlow + Base-all 25.6 28.2 27.0
LIME + Base-all 33.2 28.4 30.7

DANN 27.9 30.6 29.3
AdvEnt 28.2 29.0 28.6

Ours 35.3 35.1 35.2

Table 5. Quantitative results on the
ExLPose-OCN dataset. Base denotes
Baseline (i.e., CPN [6]).

Scaled LL Base-all Ours GT

RI
CO

H
3

A7
M

3

Figure 8. Qualitative re-
sults on the ExLPose-OCN
dataset. Results are visual-
ized on low-light images.

ages. Next, we investigate the impact of accurate pose la-
bels for low-light images by comparing our method with
its another variant trained in an unsupervised domain adap-
tation (UDA) setting. To be specific, the second variant
(Ours-UDA w/o pair) is trained with both LSBN and LUPI
using labeled well-lit images and unlabeled low-light im-
ages, which are unpaired, following the common problem
setting of UDA. As demonstrated in the table, this variant
performs worst, which justifies the significance of pose la-
beling on low-light images as well as that of pairing low-
light and well-lit images in our dataset.

5.1.4 Ablation Study

We investigate the impact of LSBN and LUPI by the ab-
lation study in Table 4. In the table, LSBN and LUPI de-
note variants of ours trained with either LSBN or LUPI, re-
spectively. The inferior performance of LUPI implies that
LSBN is essential to bridge the large gap between low-light
and well-lit conditions effectively. For the same reason,
LSBN significantly improves performance over Baseline-
all. LUPI further contributes to the outstanding perfor-
mance of our method: It improves LSBN substantially in
every split when integrated. For an in-depth analysis on the
impact of LUPI, our method is also compared with another
variant (LSBN + LUPI-feat) that directly approximates fea-
tures of the teacher instead of its neural styles. The perfor-
mance gap between our model and this variant empirically
justifies the use of neural styles for LUPI.

5.1.5 Results on the ExLPose-OCN Dataset

To demonstrate the generalization capability of our method,
we evaluate our method and the other solutions on the

AP@0.5:0.95 LL-N LL-H LL-E LL-A WL

Baseline-low 25.4 18.2 6.0 17.2 1.2
Baseline-well 15.3 2.7 0.4 6.7 59.9
Baseline-all 26.4 18.2 6.1 17.6 52.3

LLFlow + Baseline-all 28.7 15.7 5.3 17.4 60.7
LIME + Baseline-all 31.9 21.2 7.6 21.1 57.7

DANN 28.0 17.5 5.3 17.8 52.0

Ours 35.6 25.0 11.6 25.0 61.5

Table 6. Quantitative results of multi-person pose estimation.

ExLPose-OCN dataset. As shown in Table 5, all enhance-
ment and DA methods do not perform well on the ExLPose-
OCN dataset; their performance is even inferior to that of
Baseline-all (Base-all). In contrast, our method achieves
the best on the ExLPose-OCN dataset also, which sug-
gests that it improves the generalization ability as well as
pose estimation accuracy. Fig. 8 also demonstrates that
our method qualitatively outperforms Baseline-all (Base-
all). Additional qualitative results are given in Sec. I.1 of
the supplement.

5.2. Multi-person Pose Estimation

Our method and most of the potential solutions can be
extended to multi-person pose estimation since they are ap-
plicable to person detection as well as pose estimation. To
this end, we train Cascade R-CNN [2] for person detection
with the ExLPose dataset, and then utilize bounding boxes
predicted by the detector instead of ground-truths; technical
details and results of person detection in low-light condi-
tions are presented in Sec. D.2 and Sec. H of the supple-
ment. In Table 6, each method is applied to both person de-
tection and pose estimation models, and our method outper-
forms all the others in every split. As shown in the bottom
row of Fig. 7, our method qualitatively outperforms other
solutions.

6. Conclusion
We have introduced the first attempt to estimate human

poses in extremely low-light images. To this end, we have
first presented the ExLPose dataset that provides paired
low-light and well-lit images with accurate human pose la-
bels. The novel model and training strategy also have been
proposed for learning representations insensitive to light-
ing conditions using the paired well-lit images as privi-
leged information. Our method has been evaluated on real
images taken under various low-light conditions, where it
clearly outperforms domain adaptation and image enhance-
ment methods.
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