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Abstract

Understanding geometric concepts, such as distance and
shape, is essential for understanding the real world and
also for many vision tasks. To incorporate such information
into a visual representation of a scene, we propose learning
to represent the scene by sketching, inspired by human be-
havior. Our method, coined Learning by Sketching (LBS),
learns to convert an image into a set of colored strokes
that explicitly incorporate the geometric information of the
scene in a single inference step without requiring a sketch
dataset. A sketch is then generated from the strokes where
CLIP-based perceptual loss maintains a semantic similar-
ity between the sketch and the image. We show theoreti-
cally that sketching is equivariant with respect to arbitrary
affine transformations and thus provably preserves geomet-
ric information. Experimental results show that LBS sub-
stantially improves the performance of object attribute clas-
sification on the unlabeled CLEVR dataset, domain trans-
fer between CLEVR and STL-10 datasets, and for diverse
downstream tasks, confirming that LBS provides rich geo-
metric information.

1. Introduction
Since geometric principles form the bedrock of our phys-

ical world, many real-world scenarios involve geometric
concepts such as position, shape, distance, and orienta-
tion. For example, grabbing an object requires estimating
its shape and relative distance. Understanding geometric
concepts is also essential for numerous vision tasks such
as image segmentation, visual reasoning, and pose estima-
tion [27]. Thus, it is crucial to learn a visual representation
of the image that can preserve such information [76], which
we call geometry-aware representation.

However, there is still a challenge in learning geometry-
aware representations in a compact way that can be useful
for various downstream tasks. Previous approaches have
focused on capturing geometric features of an image in a
2D grid structure, using methods such as handcrafted fea-
ture extraction [2, 4, 14, 31], segmentation maps [21, 57], or

SketchImage

Downstream Tasks

Stroke 1 Stroke 1

1
Stroke n

1St
ro
ke
G
en
er
at
or

Task Task Task

Geometric
Information

Inference Inference Inference

Stroke
Representation

Figure 1. Overview of LBS, which aims to generate sketches that
accurately reflect the geometric information of an image. A sketch
consists of a set of strokes represented by a parameterized vec-
tor that specifies curve, color, and thickness. We leverage it as a
geometry-aware representation for various downstream tasks.

convolution features [36, 55]. Although these methods are
widely applicable to various domains, they often lack com-
pactness based on a high-level understanding of the scene
and tend to prioritize nuisance features such as the back-
ground. Another line of work proposes architectures that
guarantee to preserve geometric structure [12,13,23,58,73]
or disentangle prominent factors in the data [8, 28, 39, 51].
Although these methods can represent geometric concepts
in a compact latent space, they are typically designed to
learn features that are specific to a particular domain and
often face challenges in generalizing to other domains [64].

In this study, we present a novel approach to learning
geometry-aware representations via sketching. Sketching,
which is the process of converting the salient features of
an image into a set of color-coded strokes, as illustrated in
Figure 1, is the primary means by which humans represent
images while preserving their geometry. Our key idea is
that sketches can be a compact, high-level representation
of an image that accurately reflects geometric information.
Sketching requires a high-level understanding of the scene,
as it aims to capture the most salient features of the image
and abstract them into a limited number of strokes. In ad-
dition, a sketch can be represented as a set of parameters
by replacing each stroke with parametric curves. Sketch-
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Figure 2. Examples of how sketches capture essential geometric concepts such as shape, size, orientation, curvature, and local distortion.
The control points of each stroke compactly represent the local geometric information of the corresponding region in the sketch. The
strokes as a whole maintain the geometric structure of the entire image under various transformations in the image domain.

ing has also been linked to how people learn geometric
concepts [66]. Based on these properties, we directly use
strokes as a geometry-aware representation and utilize them
for downstream tasks. Under the theoretical framework of
geometric deep learning [3], we conduct theoretical analy-
sis to validate the effectiveness of strokes as a representation
and prove their ability to preserve affine transformations.

To validate our hypothesis, we introduce Learning by
Sketching (LBS), a method that generates abstract sketches
coherent with the geometry of an input image. Our model is
distinct from existing sketch generation methods as it does
not require a sketch dataset for training, which often has
limited abstraction or fails to accurately reflect geometric
information. Instead, LBS learns to convert an image into
a set of colored Bézier curves that explicitly represent the
geometric concepts of the input image. To teach the style
of sketching, we use perceptual loss based on the CLIP
model [59, 68], which measures both semantic and geo-
metric similarities between images and generated sketches.
We propose a progressive optimization process that predicts
how strokes will be optimized from their initial positions
through CLIP-based perceptual loss to generate abstract
sketches in a single inference step. As a result, LBS gen-
erates a representation that reflects visual understanding in
a single inference step, without requiring a sketch dataset.
This produces highly explainable representations through
sketches, as illustrated in Figure 2.

We conduct experimental analyses to evaluate the ef-
fectiveness of our approach, learning by sketching, by ad-
dressing multiple research questions in various downstream
tasks, including: (i) describing the relationships between
geometric primitives, (ii) demonstrating simple spatial rea-
soning ability by conveying global and local geometric in-
formation, (iii) containing general geometric information
shared across different domains, and (iv) improving perfor-
mance on FG-SBIR, a traditional sketch task.

2. Related work

2.1. Geometry-aware representation learning

Previous studies that aim to capture geometric informa-
tion within the data can be categorized into two approaches:
Firstly, explicitly capturing the geometric information with
features on the image space, and secondly, inducing a com-
pact feature vector that preserves the geometric structure of
the data.
Features on image space. The most straightforward ap-
proach to representing geometric structures in images is to
establish features directly on the image space, i.e., to de-
fine features on the 2D grid structure. Approaches that uti-
lize this method include those that employ traditional edge
detection algorithms [4, 35, 74, 75], low-level convolutional
features [36,68], and segmentation maps [49,57,61]. How-
ever, these features are unsuitable for conversion into com-
pact vector representations for downstream tasks. Alterna-
tive approaches include utilizing hand-crafted feature detec-
tion algorithms [2,14,31,62], clustering specific areas of an
image into superpixels [21, 32], and representing the rela-
tionships between specific areas as a graph [15, 65]. Our
approach is primarily notable for its ability to capture the
most salient image features through an overall understand-
ing of the scene, resulting in a concise representation.
Geometric deep learning. Research has also been con-
ducted to develop informative and compact representations
that preserve geometric structures in a latent vector space.
One representative method is geometric deep learning [3],
which involves preserving the geometric properties of an
image by learning an invariant (i.e., maintaining the out-
put identically) or an equivariant representation (i.e., there
exists an operator acting on the feature space correspond-
ing to the transformations) with respect to geometric trans-
formations. Steerable networks [12, 13, 23, 73] extend the
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translation equivariance of CNNs to a larger group of sym-
metries and introduce an efficient weight-sharing architec-
ture. However, designing their architecture requires com-
plex analytic solutions, and they are constrained to particu-
lar transformations [37]. Another approach is to disentan-
gle factors of variation into distinct latent subspaces [8, 28,
39, 40, 51, 58, 70]. However, these methods face difficulties
in handling changing factors of variation [64] and there-
fore struggle to generalize to arbitrary geometric transfor-
mations. Sketching, in contrast to these methods, can nat-
urally ensure equivariance with respect to geometric trans-
formations by being defined on the image space. In Sec. 3
we show that strokes can be equivariant with respect to ar-
bitrary affine transformations.

2.2. Sketch generation methods

Human-drawn sketches are widely used as valuable
descriptions in various applications, including image re-
trieval [16, 47, 78], modeling 3D shapes and surfaces [25,
42, 43, 45], and image editing [33, 56, 69, 71]. Unfortu-
nately, previous works that aim to learn sketching or draw-
ing mostly endeavor to generate artistic works, rather than
focusing on its applicability [19, 24, 30, 48, 52, 83].

Sketch generation models often rely on explicit sketch
datasets to follow the style of human drawings [5, 10, 46,
60, 67, 82]. However, many existing datasets are not de-
signed to preserve geometric information [7,20,63] or con-
tain sketches without sophisticated image abstraction, re-
sembling simple edge detection [1, 72]. This presents chal-
lenges for sketch models to accurately abstract an image
while preserving its geometries. Without sketch datasets,
stroke-based rendering methods usually minimize the re-
construction loss which is related to the pixel-wise distance,
which promotes learning in the style of painting [19,30,48,
52, 53, 81, 83]. There have also been studies that attempt
to capture the geometric and semantic features of a scene
through imitating the style of line drawing [6,44,77]. How-
ever, these methods require numerous strokes to cover the
whole canvas, primarily focusing on the superfluous back-
ground instead of salient features.
Abstract sketches for representation. Only a few works
aim to generate sketches for the sake of representing an im-
age with a limited number of strokes. Learning to Draw
(LtD) [54] creates a representative sketch of an image and
uses it as a communication channel between agents. While
it primarily focuses on communicating with a specific re-
ceiver, we aim to leverage strokes as a general representa-
tion for various downstream tasks. CLIPasso [68] utilizes
the capabilities of CLIP [59], a neural network trained on
images paired with text, to synthesize abstract sketches by
maintaining both semantic and geometric attributes. Gener-
ating representations with this method, however, is imprac-
tical due to its reliance on an optimization-based approach

that is extremely time consuming and numerically unstable.
In contrast, our method generates a sketch of an image in
a single inference step after training, and is relatively more
stable and suitable as a representation.

3. Mathematical framework
In this section, we present our theoretical analysis on

how sketches can facilitate geometry-aware representation.
We begin with a formal definition of sketch and strokes.
We then introduce a mathematical framework based on ge-
ometric deep learning, which aims to impose the geometric
prior on the learned feature.1 Finally, we show that with a
loss function that satisfies certain conditions, strokes can be
equivariant with respect to arbitrary affine transformations
and thus preserve geometric information.

3.1. Preliminaries and notations

We consider an image I ∈ I as signals on a physical do-
main Ω, which maps pixel coordinates to the C color chan-
nels, i.e., I : Ω → RC . Although Ω is a 2D grid space
for the real image, we assume Ω as a homogeneous space,
where each border is connected to the opposite side.
Stroke and sketch. A stroke is a tuple p = (t, c, w) com-
posed of k control points t ∈ Ωk, color c ∈ [0, 1]C , and
thickness w ∈ [0, 1] of the Bézier curve. A rendering
process r : P → S(⊂ I) converts a set of n strokes
p =

{
p(1), · · · , p(n)

}
∈ P into the corresponding image

(see Appendix D for further details), which we denote as
sketch S = r(p) ∈ S. Let f : I → P be the embedding
function which maps an image to a set of strokes. We denote
f(I) ∈ P and [r ◦ f ](I) ∈ S respectively as a stroke repre-
sentation and a sketch representation of the image I w.r.t
f . To generate a sketch that accurately reflects the given
image, we adopt a metric function L : I × S → R that
measures the distance between the image and the sketch.

Definition 1. We denote SI = argminS∈S L(I, S) as an
optimal sketch representation of I .

Geometry-aware representation. We denote G as a group
of geometric transformations that acts on points in Ω (see
Appendix E for definitions). For example, G could be a
group of translation or rotation. ρ is a group representation
of g ∈ G such that ρ(g) is a linear operator which acts on I,
i.e., [ρ(g)I](u) = I(g−1u) for u ∈ Ω.

Definition 2. f(I) is a geometry-aware representation of
I with respect to G if there exists a group representation ρ′

such that f(ρ(g)I) = ρ′(g)f(I) for ∀I ∈ I and ∀g ∈ G.

In this case, we say f is a G-equivariant map, and the
symmetry of G is preserved by f . For example, a convolu-
tion operator is a translation-equivariant map since the fea-
ture of the shifted image is equal to the shifted feature of

1See [3] for the extensive review.
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Figure 3. Visualization of the overall architecture of LBS. (a) A CNN-based encoder extracts the feature of the image. (b) Initial strokes are
updated repeatedly with a stroke generator based on a Transformer decoder. For the progressive optimization process, intermediate strokes
are extracted from each intermediate layer. (c) The rasterized sketch and stroke embedding zh are generated from the strokes. Features
derived from the CNN encoder, strokes, and stroke embedding are combined to form the final representation, zLBS+.

the original image. In other words, the convolution opera-
tor preserves the symmetry of the translation and produces
a geometry-aware representation with respect to it.

3.2. Geometry-aware representations by sketching

We now show that stroke representation is a geometry-
aware representation with respect to arbitrary affine trans-
formations. Refer to Appendix E for detailed proofs.

Proposition 1. If L(ρ(g)I, ρ(g)S) = λ(g)L(I, S) where
λ : G → R+ exists, and there exists a unique f∗ such that
[r ◦ f∗](I) = SI for ∀I ∈ I, then f∗(I) is a geometry-
aware representation w.r.t. affine transformations A.

Prop. 1 states the conditions for f to be anA-equivariant
map. Therefore, by designing stroke representations to be
injective for r, and optimizing f to minimize L subject to
the conditions outlined in Prop. 1, f generates a geometry-
aware representation with respect to arbitrary affine trans-
formations. In the next section, we propose an architecture
and a loss function that satisfy these conditions.

4. Method
We describe our model LBS, which provides geometry-

aware representations from strokes by learning to generate
a sketch in a short inference time without using a sketch
dataset. We introduce an objective function and techniques
for training LBS. We then propose a stroke embedding net-
work that aggregates information of whole strokes. Here-
after, we use the terms “sketch” and “image” to denote re-
alized sketch S(Ω) and realized image I(Ω) for simplicity.

4.1. Learning by Sketching (LBS)

LBS aims to generate a set of strokes to sketch the im-
age and extract geometric information with color for down-

stream tasks. To achieve the goal, we design a stroke gen-
erator by referring to Transformer-based sketch generation
models [48, 60].
Architecture. As shown in Fig. 3, LBS generates a set
of strokes from trainable parameters, which are denoted as
initial strokes. Our stroke generator uses Transformer de-
coder layers and incorporates image features from a CNN
encoder (ResNet18 is used in this paper). Then, 2-layer
MLP decoders decode a set of n strokes from the output
of the Transformer decoder. Each stroke contains four con-
trol points that parameterize a cubic Bézier curve, as well as
color and thickness information. The sketch of an image is
then created by rasterizing the generated set of strokes using
a differentiable rasterizer [53]. For a detailed description of
our architecture, please refer to Appendix C.
Representation of LBS. The primary output of LBS is a
set of strokes p, and a geometry-aware representation is
obtained by using the flattened vector of the strokes zp =
(p(1), ..., p(n)). To complement information that may not
be encoded with strokes such as texture, we concatenate
zp with the image features ze from the CNN encoder with
global average pooling. The resulting concatenated repre-
sentation is denoted as zLBS . In addition, we can combine
this with representation zh that aggregates the entire stroke,
the result of which we denote as zLBS+. Further details
can be found in Sec. 4.4. The final representation space of
LBS is as follows:

zLBS = (ze, zp), zLBS+ = (ze, zp, zh). (1)

4.2. CLIP-based perceptual loss function

As discussed in Sec. 3.2, proper L must be given to train
a geometry-aware representation of an image. To this end,
we adopt CLIP-based perceptual loss to measure the sim-
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Figure 4. Visualization of the progressive optimization process.
Strokes initialized from the saliency map are optimized using the
gradient of Lpercept until convergence and stored in a total of L
intermediate steps denoted by pgt,l. Then, the stroke generator is
trained through Lguide to progressively predict each intermediate
stroke pl from pgt,l.

ilarity between the sketch and the input image in terms of
both geometric and semantic differences [68]. To generate
a sketch that is semantically similar to the input image, it
should minimize the distance on the embedding space of
the CLIP model fC as follows:

Lsemantic =
∑
A∈A

ϕ(A(I), A(S)), (2)

where A is the group of affine transformations and ϕ is the
cosine similarity of the CLIP embeddings, i.e., ϕ(x, y) =
cos(fC(x), fC(y)). In addition, it compares low-level fea-
tures of the sketch and the input image to estimate the geo-
metric similarity as follows:

Lgeometric =
∑
A∈A

∑
i

ϕi(A(I), A(S)), (3)

where ϕi is the L2 distance of the embeddings from the i-
th intermediate layer of the CLIP model, i.e., ϕi(x, y) =
∥fC,i(x)− fC,i(y)∥22. Specifically, we used i ∈ {3, 4} with
the ResNet101 CLIP model, proposed as [68]. The final
perceptual loss is as follows:

Lpercept = Lgeometric + λs · Lsemantic, (4)

with λs = 0.1 as a hyperparameter.

4.3. Training with progressive optimization process

Abstracting an image into a sketch requires high-level
reasoning, and predicting the corresponding stroke param-
eters in a single inference step is a delicate process. Al-
though CLIPasso [68] addresses these problems via an
optimization-based approach, its time-consuming proper-
ties (∼2 min per image) make it impractical as a represen-
tation. Moreover, as CLIPasso reported that the changes

in initial strokes significantly impacted the final results,
directly optimizing each stroke through the optimizer for
thousands of steps leads to highly variable results and nu-
merical instability.

To generate a stable representation within a single infer-
ence step, we modify the optimization-based approach of
CLIPasso and utilize it as desirable guidance for the stroke
generator, which we call the guidance stroke and denote as
pgt. To ensure high-quality sketch generation, each inter-
mediate layer of the stroke generator is guided by strokes
obtained at the corresponding intermediate step of the opti-
mization process instead of relying solely on the final out-
come. This process, depicted in Fig. 4, involves progres-
sively updating strokes from the previous layer, which can
be modeled by residual blocks from the Transformer archi-
tecture. By decomposing the prediction of the entire opti-
mization process into predicting changes in relatively short
intervals for each intermediate layer, our approach leads to
better-quality sketches.

However, the process through which CLIPasso initial-
izes strokes via stochastic sampling from the saliency map
results in unstable outcomes. To address this issue, we
select initialized strokes deterministically by selecting the
most salient regions from the saliency map in a greedy man-
ner. The color of the stroke is determined during the initial-
ization step by referencing the corresponding region in the
original image. More details are described in Appendix A.

To ensure that the guidance loss is invariant to the per-
mutation of the order of each stroke, we use the Hungar-
ian algorithm [41] which is widely used for the assignment
problem. The guidance loss is as follows:

Lguide =

L∑
l=1

min
σ

n∑
i=1

L1(p
(i)
gt,l, p

(σ(i))
l ), (5)

where σ is a permutation of the stroke index, and p
(i)
l is the

i-th decoded stroke from the l-th intermediate layer with
L layers in total. L1 is the L1 distance, and p

(i)
gt,l is the

guidance stroke corresponding to p
(σ(i))
l .

4.4. Stroke embedding network

As strokes primarily express localized and fine-grained
details, they can be less suitable for representing coarse-
grained information. To address this, we offer an addi-
tional representation that combines full strokes through a
stroke embedding network. Stroke embedding network
h : P → Zh maps the set of n strokes into embedding space
Zh. Since the rasterized sketch is invariant to the stroke
indices (except for contact point between strokes), we fol-
lowed the permutation invariant model from DeepSets [80]
to generate stroke embedding. The choice of the loss func-
tion Lembed to train zh ∈ Zh is unconstrained (e.g., Cross-
Entropy or InfoNCE loss in our paper). During the training
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phase, the gradient from h is also passed to f to capture
coarse-grained information.

The final objective is as follows:

LLBS = Lpercept + λg · Lguide + λe · Lembed, (6)

where λg and λe are hyperparameters (for specific values,
refer to Appendix C).

5. Experiments
5.1. Research questions and task designs

We investigate the effectiveness and generalizability of
our approach by designing multiple research questions, as
well as corresponding downstream tasks for each question.
Detailed information about each experimental setup is de-
scribed in Appendix B.
RQ1. Effects of equivariance: What is the benefit of equiv-
ariant representation, and does LBS achieve it?

From the definition of equivariance, we expect that an
equivariant model with respect to geometric transformation
would have generalization capability for augmented images
with transformation. To verify this, we conduct experiments
on the Rotated MNIST (rotMNIST) dataset [22], which
consists of rotated images from the MNIST dataset. We
rotate images by 30◦ and 45◦ for training and classify the
digit of images rotated by 0◦ and 90◦ to evaluate whether
LBS generalizes the information from the training domain
to the test domain. To verify that our model satisfies equiv-
ariance outside the training domain, we classify the rotation
and reflection between an original image and the same im-
age rotated with an interval of 90◦ and horizontally flipped.
RQ2. Effects on geometric primitives and concepts:
How well does LBS represent geometric primitives and un-
derstand their conceptual relationships?

To evaluate whether LBS is suitable for representing ge-
ometric primitives and concepts, we perform a classification
task on the Geoclidean dataset [29]. The Geoclidean dataset
consists of realized images from a concept of Euclidean ge-
ometry, e.g., black parallel lines on a white background.
Geoclidean is divided into two categories: Geoclidean-
Elements and Geoclidean-Constraints, visualized in Fig. 7
on Appendix B. By providing a limited training set con-
sisting of only 10 images per concept, we evaluate whether
LBS can effectively learn the high-level relationships be-
tween each primitive and generalize them across different
examples by classifying the concept of the test image.
RQ3. Local geometric information and spatial reason-
ing: How effectively does LBS reflect local geometric infor-
mation and extend it to spatial reasoning tasks?

We validate whether LBS can reflect the local geometric
information of each object in a synthetic photo dataset con-
sisting of multiple objects, using the CLEVR dataset [34].

Table 1. Quantitative results of LBS and the baselines evaluated
on the corresponding tasks on the rotMNIST and Geoclidean.

La-
bel Method

rotMNIST (30◦, 45◦) Geoclidean

0◦, 90◦ Rotation Constraints Elements

✓

CE 62.72±1.89 73.14±0.35 53.89±1.58 70.57±4.29

SupCon [38] 65.25±1.05 73.37±0.20 42.41±3.16 55.83±4.28

LtD-diff [54] 60.09±1.16 28.91±2.15 57.26±2.19 69.47±2.11

E(2)-CNN [73] 85.12±0.17 77.00±0.39 71.03±1.94 69.28±1.46

LBS (CE) 65.00±3.32 75.81±0.30 50.01±1.58 81.06±3.14

✗

SimCLR [9] 47.66±0.41 72.96±0.84 32.04±0.64 65.14±4.11

β-TCVAE [8] 37.84±1.06 60.14±0.32 17.18±1.35 33.82±1.64

GeoSSL [55] - - 18.66±3.33 33.47±2.80

HoG [14] 25.42 64.94 23.82 52.05
LBS 47.31±2.53 70.02±0.64 47.43±1.34 81.34±0.16

We train our model with very limited descriptions, where
the label for the entire scene is provided as the rightmost
object or without any descriptions at all. We validate the
effectiveness of our representation by evaluating its ability
to successfully classify attributes that are not provided as
labels, such as determining the color of the leftmost object.
Additionally, we test its ability to perform simple spatial
reasoning, such as shifting the rightmost object and infer-
ring the attribute of the current rightmost object.
RQ4. Domain transfer: Can the geometric concepts of
LBS trained in a specific domain be extended to other do-
mains?

To investigate whether the learned representation within
a specific image domain provides meaningful geometric in-
formation across other domains, we evaluate the model by
shifting the distribution from the STL-10 [11] dataset to
CLEVR and vice versa. Evaluation in the STL-10 dataset is
conducted through object classification.
RQ5. Traditional sketch tasks: Does geometry-aware
representation from LBS help in traditional FG-SBIR tasks?

We assess the impact of geometry-aware representations
acquired by LBS on a conventional sketch task by evaluat-
ing them with the fine-grained sketch-based image retrieval
(FG-SBIR) task on the QMUL-ShoeV2 Dataset [78]. The
aim of FG-SBIR is to match a given sketch of a shoe to
its corresponding photo image. Since geometric informa-
tion is essential for distinguishing each shoe, we investigate
whether leveraging representations from LBS can improve
performance on the FG-SBIR task.

5.2. Experimental setup

Implementation details. As samples from rotMNIST
and Geoclidean can be directly represented with a few
strokes, we replace Lpercept and Lguide with L1 loss,
which does not rely on a pre-trained CLIP model. For the
STL-10 dataset, providing mask information for the back-
ground with U2-Net [57] improves the quality of generated
sketches. For Lembed, we use Cross-Entropy loss for super-
vised training which we denote as LBS (CE) in Tab. 1, 2 and
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Table 2. Quantitative results on CLEVR dataset for labeled and unlabeled settings and for CLIP and HoG features. RC, LC, BC refer to
inferring the color of the rightmost, leftmost, bottommost object, and Size, Shape, Material refer to inferring the size, shape, material of the
rightmost object, respectively. Third refers to inferring the color of the third object from the right, and Shift refers to predicting the color
of the rightmost object after shifting the initial rightmost object to the left by 0.15 times the image width.

Label Method RC LC BC Size Shape Material Third Shift

✓

CE 98.71±0.10 76.72±0.86 76.02±0.90 92.51±0.40 49.97±0.29 64.38±1.90 40.66±0.20 62.06±1.62

SupCon [38] 98.75±0.08 63.82±2.36 66.04±2.65 91.88±0.37 49.15±0.85 59.20±0.57 37.93±0.27 56.05±2.56

LtD-diff [54] 62.29±0.48 14.01±0.42 15.84±0.43 63.98±3.38 43.96±3.05 54.47±0.45 16.47±0.59 17.21±0.29

E(2)-CNN [73] 98.50±0.10 70.10±1.15 73.51±2.50 89.84±0.46 45.85±0.93 63.05±0.59 41.95±0.18 59.29±0.91

LBS (CE) 97.49±0.22 81.79±0.27 84.09±0.84 93.22±0.29 70.03±0.68 86.84±0.54 38.23±0.25 51.56±0.16

✗

SimCLR [9] 60.61±1.24 63.89±2.35 63.77±2.29 83.35±0.60 41.95±0.33 51.66±0.24 33.42±0.55 43.05±0.55

E(2)-CNN [73] 53.50±7.30 54.60±7.34 55.52±7.60 83.52±1.56 42.06±1.12 53.04±2.81 30.74±2.84 38.03±4.44

β-TCVAE [8] 17.09±0.20 17.50±0.33 20.04±0.71 71.27±0.10 36.30±0.10 56.11±0.13 15.38±0.19 16.35±0.18

GeoSSL [55] 20.16±0.63 20.54±0.87 21.61±0.67 73.79±0.78 44.08±1.10 54.54±2.94 15.39±0.16 16.94±0.34

DefGrid [21] 73.81±0.91 73.96±1.02 73.38±0.80 81.50±0.22 46.34±0.77 68.65±1.17 24.90±0.27 36.28±0.13

LBS 84.31±0.08 80.47±0.78 83.00±0.39 92.66±0.41 70.01±0.53 85.52±0.43 37.41±0.29 49.32±0.17

CLIP [59] 37.39 39.1 54.98 77.51 66.91 72.66 34.75 34.80
HoG [14] 56.83 49.69 58.69 81.73 61.14 68.38 24.28 33.25

Table 3. Quantitative results of models trained on STL-10 dataset and evaluated on CLEVR dataset.

Dataset Method RC LC BC Size Shape Material Third Shift

STL-10
↓

CLEVR

LtD [54] 18.70±0.02 19.15±0.77 21.69±1.05 73.13±3.21 47.88±1.13 59.11±2.34 16.47±0.59 17.21±0.29

SimCLR [9] 26.97±0.28 26.26±0.88 38.88±0.19 82.33±0.64 56.88±1.23 77.39±0.35 23.45±0.35 24.95±0.17

E(2)-CNN [73] 26.82±2.23 25.40±1.20 39.30±2.80 79.48±0.71 53.54±0.84 72.18±0.34 23.35±1.01 24.80±1.08

β-TCVAE [8] 17.04±0.76 18.46±2.36 18.88±1.14 71.32±0.67 37.14±0.12 56.81±0.26 15.63±1.35 16.43±0.38

GeoSSL [55] 14.41±0.55 14.73±0.11 14.37±0.66 77.47±5.17 48.10±1.90 55.63±2.86 13.71±0.45 13.63±0.13

DefGrid [21] 66.74±1.10 68.60±0.08 68.35±0.82 78.97±0.29 40.92±0.44 62.98±1.31 23.48±0.49 33.07±0.52

LBS 53.87±2.72 53.85±2.20 61.84±2.23 92.46±0.62 59.52±0.45 80.06±1.29 30.75±0.41 39.95±1.15

Table 4. Quantitative results of models trained on CLEVR dataset
and evaluated on STL-10 dataset classification.

Labeled Unlabeled
Dataset Method Accuracy Method Accuracy

CLEVR
↓

STL-10

CE 46.15±0.12 SimCLR [9] 41.68±0.05

SupCon [38] 43.41±0.36 β-TCVAE [8] 27.35±0.38

LtD-diff [54] 50.81±0.67 GeoSSL [55] 35.93±0.96

E(2)-CNN [73] 45.19±0.84 E(2)-CNN [73] 38.50±0.49

LBS (CE) 56.48±0.89 DefGrid [21] 33.13±0.17

LBS 55.35±0.18

4. For the unlabeled setting, the model is trained without
Lembed and is denoted LBS with no parentheses. For eval-
uation, we use zLBS+ for LBS (CE), and zLBS for LBS.
All evaluations are performed with the common protocol of
linear classification. For more detailed information on our
implementation, please refer to Appendix C.
Baselines. We compare our models with:

• Models which only use image encoder: trained with
Cross-Entropy, SimCLR [9], or SupCon loss [38].

• Equivariance models: E(2)-Equivariant Steerable
CNNs (E(2)-CNN) [73], and work by Novotny et al.,
denoted as GeoSSL [55].

• Disentanglement model: β-TCVAE [8].

• Sketch model for communication between agents:
Learning to Draw (LtD) [54]

• Grid-based superpixel model: DefGrid [21]
• Handcrafted feature descriptor: HoG [14].
• Pre-trained CLIP model used for training LBS.

5.3. Results and analysis

Analysis on RQ1 and RQ2: Tab. 1 shows the experimen-
tal results for RQ1 and RQ2, which can be summarized as:
(a) Providing a strong inductive bias for equivariance, as
shown in the case of E(2)-CNN, leads to good performance
on the tasks of RQ1. While LBS outperformed LtD-diff,
which also utilizes a sketch-based approach, it requires ad-
ditional validation and refinement. (b) For RQ2, LBS per-
forms substantially better than the other baselines except for
the supervised setting on Geoclidean-Constraints, showing
that it successfully captures geometric concepts. In particu-
lar, Geoclidean-Elements perform better when trained with-
out labels. (c) Disentanglement methods and handcrafted
features offer less informative features for both tasks.
Analysis on RQ3: Tab. 2 summarizes the experiments con-
ducted on the CLEVR dataset, demonstrating that LBS pro-
vides valuable information for tasks of RQ3. The key ob-
servations from Tab. 2 are: (a) While the baselines in the
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Table 5. Top-1 and Top-10 accuracy on QMUL-Shoe-v2 dataset,
using Triplet Loss for Lembed in LBS.

Method Rep Top-1 Top-10

LBS (Triplet) zLBS+ 40.8±4.19 88.3±1.76

ze 30.8±3.89 77.8±3.89

Triplet ze 32.5±1.73 80.0±4.36

supervised setting struggle to generalize on unlearned at-
tributes, LBS (CE) can provide more general information.
(b) The results of LBS show a larger performance gap in
the unlabeled setting, with its performance being almost as
good as LBS (CE). (c) Embeddings from pre-trained CLIP
perform less effectively than unlabeled baselines, such as
SimCLR, on tasks related to local geometry. Also, hand-
crafted features yielded limited effectiveness. (d) Methods
that focus on preserving global transformations and disen-
tanglement are not effective in environments of RQ3.

Analysis on RQ4: Tabs. 3 and 4 summarize the results for
shifting domains from STL-10 to CLEVR, and vice versa.
As shown in Fig. 11 on Appendix I, LBS trained on STL-
10 can successfully describe scenes from CLEVR, while
LBS trained on CLEVR can abstractly depict natural im-
ages from STL-10, leading to substantially high classifica-
tion accuracy. These results indicate that learning geomet-
ric information, such as position and curvature, by sketch-
ing salient parts of a scene successfully induces learning
of general features across domains. Furthermore, LtD-diff,
which also utilizes a sketch-based approach, demonstrated
good performance in transferring CLEVR to STL-10.

Analysis on RQ5: Tab. 5 presents the results for the
FG-SBIR task. Compared to the baseline trained without
sketching, LBS can accurately predict the corresponding
shoe during the test phase. The huge drop in performance
upon removing strokes and stroke embedding from zLBS+

indicates that the geometry-aware representation provided
by LBS is also valuable for traditional sketch tasks.

5.4. Comparisons with stroke-based methods

Tab. 6 compares LBS to other stroke-based generation
methods on STL-10 dataset, and Fig. 5 visualizes the results
of each method. The evaluation is based solely on strokes,
and LBSonly uses zp as a representation. LBS (Lpercept)
achieved superior results compared to LBS (L1) and the
Paint Transformer [48] based on L1 loss. We also com-
pare our results to CLIPasso modified to use our determin-
istic initialization process, suggesting that strokes gener-
ated from CLIPasso may not be suitable as a representation.
LtD-diff, which generates sketches to solve a communica-
tion game, often omits important geometric and color infor-
mation, resulting in low performance.

Table 6. Comparison between stroke-based generation methods.

RC BC Size Shape Material

LtD-diff [54] 18.70 21.69 73.13 47.88 59.11
Paint [48] 51.96 60.40 77.35 44.30 70.02
CLIPasso [68] 12.55 13.55 55.35 35.40 50.00
LBS (L1) 34.43 57.81 78.32 40.99 61.59
LBS (Lpercept) 55.15 60.63 90.14 51.23 76.16

Image LBS( )

LtD-diffCLIPasso

LBS( )

Paint Transformer

Figure 5. Comparisons to other stroke-based methods. LBS en-
codes both the geometric and semantic information.

6. Conclusion

We propose a novel representation learning perspective
through sketching, a visual expression that retains geomet-
ric information. By considering the mathematical concept
of equivariance, we provide a formal definition of sketch
and stroke, and prove that strokes can preserve the informa-
tion of arbitrary affine transformations. Our sketch gener-
ation model, LBS, minimizes CLIP-based perceptual loss
and supports the idea that sketches can effectively con-
vey geometric information. The experiments shed light on
the potential benefits of leveraging the process of sketch-
ing to represent high-level geometric information explicitly.
These benefits include learning equivariant representations,
understanding geometric concepts, improving spatial rea-
soning abilities, and acquiring general geometric informa-
tion across different domains.

Still, there are several limitations to our method. The
training process of LBS relies on pre-trained CLIP and op-
tionally U2-Net, and requires generating guidance strokes
through a time-consuming optimization-based process.
Moreover, while our work has demonstrated the theoreti-
cal strengths of sketching in terms of equivariance, a clearer
methodology and further experimental analysis are needed
to fully achieve this potential. Future work should address
these issues and extend the methodology, focusing on scal-
ability and including more complex and realistic tasks.
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