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Figure 1. Given a single still image, our method can synthesize videos with plausible animation of the scene while allowing camera
movements. Here, we showcase four 3D cinemagraphs with various camera trajectories. Besides real-world photos (the left two examples),
our method can also generalize to paintings (the third one) and synthetic images generated by Stable Diffusion [47] (the rightmost one).
To see the effect of 3D cinemagraphy, readers are encouraged to view with Adobe Acrobat or KDE Okular.

Abstract

We present 3D Cinemagraphy, a new technique that mar-
ries 2D image animation with 3D photography. Given a
single still image as input, our goal is to generate a video
that contains both visual content animation and camera mo-
tion. We empirically find that naively combining existing 2D
image animation and 3D photography methods leads to ob-
vious artifacts or inconsistent animation. Our key insight
is that representing and animating the scene in 3D space
offers a natural solution to this task. To this end, we first
convert the input image into feature-based layered depth
images using predicted depth values, followed by unproject-
ing them to a feature point cloud. To animate the scene, we
perform motion estimation and lift the 2D motion into the
3D scene flow. Finally, to resolve the problem of hole emer-
gence as points move forward, we propose to bidirectionally
displace the point cloud as per the scene flow and synthe-
size novel views by separately projecting them into target
image planes and blending the results. Extensive experi-
ments demonstrate the effectiveness of our method. A user
study is also conducted to validate the compelling rendering
results of our method.

*Corresponding author.

1. Introduction

Nowadays, since people can easily take images using
smartphone cameras, the number of online photos has in-
creased drastically. However, with the rise of online video-
sharing platforms such as YouTube and TikTok, people are
no longer content with static images as they have grown ac-
customed to watching videos. It would be great if we could
animate those still images and synthesize videos for a bet-
ter experience. These living images, termed cinemagraphs,
have already been created and gained rapid popularity on-
line [1, 71]. Although cinemagraphs may engage people
with the content for longer than a regular photo, they usu-
ally fail to deliver an immersive sense of 3D to audiences.
This is because cinemagraphs are usually based on a static
camera and fail to produce parallax effects. We are there-
fore motivated to explore ways of animating the photos and
moving around the cameras at the same time. As shown in
Fig. 1, this will bring many still images to life and provide
a drastically vivid experience.

In this paper, we are interested in making the first step
towards 3D cinemagraphy that allows both realistic anima-
tion of the scene and camera motions with compelling par-
allax effects from a single image. There are plenty of at-
tempts to tackle either of the two problems. Single-image
animation methods [12, 19,35] manage to produce a real-
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istic animated video from a single image, but they usually
operate in 2D space, and therefore they cannot create cam-
era movement effects. Classic novel view synthesis meth-
ods [5, 6,9, 14,25] and recent implicit neural representa-
tions [37, 40, 58] entail densely captured views as input to
render unseen camera perspectives. Single-shot novel view
synthesis approaches [21, 39, 52, 66] exhibit the potential
for generating novel camera trajectories of the scene from a
single image. Nonetheless, these methods usually hypoth-
esize that the observed scene is static without moving el-
ements. Directly combining existing state-of-the-art solu-
tions of single-image animation and novel view synthesis
yields visual artifacts or inconsistent animation.

To address the above challenges, we present a novel
framework that solves the joint task of image animation and
novel view synthesis. This framework can be trained to cre-
ate 3D cinemagraphs from a single still image. Our key
intuition is that handling this new task in 3D space would
naturally enable both animation and moving cameras simul-
taneously. With this in mind, we first represent the scene as
feature-based layered depth images (LDIs) [50] and unpro-
ject the feature LDIs into a feature point cloud. To ani-
mate the scene, we perform motion estimation and lift the
2D motion to 3D scene flow using depth values predicted
by DPT [45]. Next, we animate the point cloud according
to the scene flow. To resolve the problem of hole emer-
gence as points move forward, we are inspired by prior
works [3, 19, 38] and propose a 3D symmetric animation
technique to bidirectionally displace point clouds, which
can effectively fill in those unknown regions. Finally, we
synthesize novel views at time ¢ by rendering point clouds
into target image planes and blending the results. In this
manner, our proposed method can automatically create 3D
cinemagraphs from a single image. Moreover, our frame-
work is highly extensible, e.g., we can augment our motion
estimator with user-defined masks and flow hints for accu-
rate flow estimation and controllable animation.

In summary, our main contributions are:

* We propose a new task of creating 3D cinemagraphs
from single images. To this end, we propose a novel
framework that jointly learns to solve the task of image
animation and novel view synthesis in 3D space.

* We design a 3D symmetric animation technique to ad-
dress the hole problem as points move forward.

e QOur framework is flexible and customized. We can
achieve controllable animation by augmenting our mo-
tion estimator with user-defined masks and flow hints.

2. Related Work

Single-image animation. Different kinds of methods have
been explored to animate still images. Some works [8,22]

focus on animating certain objects via physical simulation
but may not be easily applied to more general cases of in-
the-wild photos. Given driving videos as guidance, there are
plenty of methods that attempt to perform motion transfer
on static objects with either a priori knowledge of moving
objects [7,11,33,46,55] or in an unsupervised manner [53,

,56]. They entail reference videos to drive the motion
of static objects, and thus do not suit our task. Recent ad-
vances in generative models have attracted much attention
and motivated the community to develop realistic image and
video synthesis methods. Many works [31,32,34,51,69]
are based on generative adversarial networks (GANs) and
operate transformations in latent space to generate plausi-
ble appearance changes and movements. Nonetheless, it is
non-trial to allow for explicit control over those latent codes
and to animate input imagery in a disentangled manner. As
diffusion models [17,59] improve by leaps and bounds, sev-
eral diffusion-based works [16, 18, 57] attempt to generate
realistic videos from text or images. However, these meth-
ods are time-consuming and expensive in terms of computa-
tion. Here we focus on methods that utilize learned motion
priors to convert a still image into an animated video tex-
ture [12, 13, 19,29,35]. In particular, Holynski et al. [19]
first synthesize the optical flow of the input image via a mo-
tion estimation network, then obtain future frames using the
estimated flow field. This method renders plausible anima-
tion of fluid elements in the input image but suffers from
producing camera motions with parallax.

Novel view synthesis from a single image. Novel view
synthesis allows for rendering unseen camera perspectives
from 2D images and their corresponding camera poses. Re-
cent impressive synthesis results may credit to implicit neu-
ral representations [37, 40, 58]. Nevertheless, these meth-
ods usually assume dense views as input, which is not al-
ways available in most cases. Moreover, they focus on
the task of interpolation given multiple views rather than
extrapolation. As such, we instead turn to methods aim-
ing at handling single input. Among them, a number of
works [15, 26,28, 62, 63,70, 72] infer the 3D structure of
scenes by learning to predict a scene representation from a
single image. These methods are usually trained end-to-end
but suffer from generalizing to in-the-wild photos. Most
relevant to our work are those approaches [39, 52, 66] that
apply depth estimation [45, 65,67, 68] followed by inpaint-
ing occluded regions. For example, 3D Photo [52] estimates
monocular depth maps and uses the representation of lay-
ered depth images (LDIs) [43, 50], in which context-aware
color and depth inpainting are performed. To enable fine-
grained detail modeling, SLIDE [2 1] decomposes the scene
into foreground and background via a soft-layering scheme.
However, unlike our approach, these methods usually as-
sume the scene is static by default, which largely lessens
the sense of reality, especially when some elements such as
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Figure 2. An overview of our method. Given a single still image as input, we first predict a dense depth map. To represent the scene in
3D space, we separate the input image into several layers according to depth discontinuities and apply context-aware inpainting, yielding
layered depth images (LDIs) £. We then use a 2D feature extractor to encode 2D feature maps for each inpainted LDI color layer, resulting
in feature LDIs F. Subsequently, we lift feature LDIs into 3D space using corresponding depth values to obtain a feature point cloud P.
To animate the scene, we estimate a 2D motion field from the input image and apply Euler integration to generate forward and backward
displacement fields Fy_,+ and Fo—+—n. We then augment displacement fields with estimated depth values to obtain 3D scene flow fields.
Next, we bidirectionally displace the feature point cloud P as per the scene flow and separately project them into target image planes to
obtain F y and F,. Finally, we blend them together and pass the result through our image decoder to synthesize a novel view at time ¢.

a creek or smoke are also captured in the input image.
Space-time view synthesis. Space-time view synthesis is
the task of rendering novel camera perspectives for dy-
namic scenes in terms of space and time [30]. Most of
the prior works [2,4,27] rely on synchronized multi-view
videos as input, which prevents their wide applicability.
To mitigate this requirement, many neural rendering ap-
proaches [30,41,44] manage to show promising space-time
view synthesis results from monocular videos. They usu-
ally train each new scene independently, and thus cannot
directly handle in-the-wild inputs. Most related to our work,
3D Moments [64] introduces a novel 3D photography effect
where cinematic camera motion and frame interpolation are
simultaneously performed. However, this method demands
near-duplicate photos as input and is unable to control the
animation results. Instead, we show that our method can
animate still images while enabling camera motion with 3D
parallax. Moreover, we can also extend our system so that
users are allowed to interactively control how the photos are
animated by providing user-defined masks and flow hints.

3. Method
3.1. Overview

Given a single still image, our goal is to synthesize
plausible animation of the scene and simultaneously enable
camera motion. The output of our method is a realistic cin-
emagraph with compelling parallax effects. Fig. 2 schemat-
ically illustrates our pipeline. Our method starts by esti-
mating a motion field and a depth map from the input im-
age. We then separate the RGBD input into several layers

as per depth discontinuities and inpaint occluded regions,
followed by extracting 2D feature maps for each layer, re-
sulting in feature LDIs [50]. To enable scene animation,
we lift the 2D motion to 3D scene flow and unproject fea-
ture LDIs into a feature point cloud using their correspond-
ing depth values. Thereafter, we bidirectionally animate the
point cloud with scene flow using our 3D symmetric ani-
mation technique. We end up rendering them into two ani-
mated feature maps and composite the results to synthesize
novel views at time ¢.

3.2. Motion Estimation

To animate a still image, we wish to estimate the corre-
sponding motion field for the observed scene. Generally,
the motion we witness in the real world is extremely com-
plicated as it is time-varying and many events such as occlu-
sion and collision could occur. Intuitively, we could directly
adopt prior optical flow estimation methods [10,20,60,61]
to accomplish this. However, it is not trivial since they usu-
ally take a pair of images as input to compute optical flow.
Endo et al. [12] instead propose to learn and predict the mo-
tion in a recurrent manner, but this kind of approach is prone
to large distortions in the long term. To simplify this, we
follow Holynski et al. [19] and assume that a time-invariant
and constant-velocity motion field, termed Eulerian flow
field, can well approximate the bulk of real-world motions,
e.g., water, smoke, and clouds. Formally, we denote M as
the Eulerian flow field of the scene, which suggests that

Fyspa () = M(), ey
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where Fy_,;11(-) represents the optical flow map from
frame ¢ to frame ¢ + 1. This defines how each pixel in the
current frame will move in the future. Specifically, we can
obtain the next frame via Euler integration:

X1 = X¢ + M(x¢), ()

where x; represents the coordinates of a pixel x; at time ¢.
Since the optical flow between consecutive frames is iden-
tical, we can easily deduce the displacement field by recur-

sively applying:
Foi(x0) = Fost—1(x0) + M(x0 + Fot-1(x0)), (3)

where Fy_,+(-) denotes the displacement field from time 0
to time ¢, which describes the course of each pixel in the
input image across future frames. To estimate the Eulerian
flow field, we adopt an image-to-image translation network
as our motion estimator, which is able to map an RGB im-
age to the optical flow.

3.3. 3D Scene Representation

One common disadvantage of previous single-image an-
imation methods [12, 19,29] is that they usually operate in
2D space via a deep image warping technique, which pre-
vents them from creating parallax effects. Instead, to enable
camera motion, we propose to lift our workspace into 3D
and thus resort to 3D scene representation.

We start by estimating the underlying geometry of the
scene using the state-of-the-art monocular depth estimator
DPT [45], which can predict reasonable dense depth maps
for in-the-wild photos. Following Wang et al. [64], we then
convert the RGBD input into an LDI representation [50]
by separating it into several layers as per depth disconti-
nuities and inpainting occluded regions. Specifically, we
first divide the depth range of the source depth map into
multiple intervals using agglomerative clustering [36], fol-
lowed by creating layered depth images £ = {C;, D} ;.
Next, we inpaint occluded regions of each color and depth
layer by applying the pretrained inpainting model from 3D
Photo [52]. To improve rendering quality and reduce arti-
facts, we also introduce a 2D feature extraction network to
encode 2D feature maps for each inpainted LDI color layer,
resulting in feature LDIs F = {F;,D;}~ . Finally, in or-
der to enable animation in 3D space, we unproject feature
LDIs into 3D via their corresponding inpainted depth lay-
ers, yielding a feature point cloud P = {(X,,f;)}, where
X, and f; are 3D coordinates and the feature vector for each
3D point respectively.

3.4. Point Cloud Animation and Rendering

We now have the estimated displacement fields Fy_,; and
the feature point cloud P. Our next step is to animate this

Figure 3. 3D symmetric animation. To address the hole issue, we
borrow textural information from the point cloud that moves in the
opposite direction and integrate both of the animated point clouds
to feasibly fill in the missing regions (the red and blue regions).

point cloud over time. To bridge the gap between 2D dis-
placement fields and 3D scene representation, we first aug-
ment the displacement fields with estimated depth values to
lift them into 3D scene flow. In other words, we now have
a function of time ¢ and the coordinates of a 3D point that
returns a corresponding 3D translation vector that can shift
this 3D point accordingly. Thus, for time ¢, we then move
each 3D point by computing its destination as its original
position plus a corresponding 3D translation vector, i.e.,
P(t) = {(X;(t),f;)}. Intuitively, this process indeed an-
imates the point cloud from one time to another. However,
we empirically find that as points move forward, increas-
ingly large holes emerge. This frequently happens when
points leave their original locations without any points fill-
ing in those unknown regions.

3D symmetric animation. To resolve this, inspired by
prior works [3, 19, 38], we propose a 3D symmetric an-
imation technique that leverages bidirectionally displaced
point clouds to complement each other. With 3D symmetric
animation, we can borrow textural information from point
clouds that move in the opposite direction and integrate both
of the animated point clouds to feasibly fill in missing re-
gions. Specifically, we directly replace the original Eule-
rian flow field M with —M and recursively apply Eq. (3)
to generate a reversed displacement field. Similarly, we
then lift this 2D displacement field to obtain inverse scene
flow, which is employed to produce point clouds with back-
ward movements. As illustrated in Fig. 3, for time ¢, to
fill in holes, we respectively apply Fyp_¢ and F_,;,—n tO
draw associated scene flow fields and use them to move
the point cloud, resulting in Py (t) = {(Xf(t),fi)} and
Py(t) = {(X2(t),f;)}, where N is the number of frames.

Neural rendering. We now have two bidirectionally an-
imated feature point clouds. Our final step is to render
them into animated feature maps and composite the re-
sults for synthesizing novel views at time ¢. In particu-
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lar, given camera poses and intrinsics, we use a differen-
tiable point-based renderer [66] to splat feature point clouds
Pr(t) = {(X{(t),fi)} and Py(t) = {(X?(t),fi)} sepa-
rately into the target image plane. This process yields 2D
feature maps F ¢ and Fy along with depth maps D, Dy
and alpha maps oy, ayp. Next, we wish to fuse F; and
F, into one feature map F;. Inspired by prior work [64],
our intuition is three-fold: 1) to enable endless and seam-
less looping, we should assign the weight of the two feature
maps based on time so as to guarantee that the first and last
frame of the synthesized video are identical; 2) the weight
map should favor pixel locations with smaller depth val-
ues, in the sense that it is impossible to see objects behind
those objects closer to the eye; 3) to avoid missing regions
as much as possible, we should greatly increase the contri-
bution of those pixel locations that can fill in holes. With
this in mind, we formulate the weight map as follows:

(1- ) ap-eP7
(1—%)'04]0-6_Df +%'a(,-€_Db7

Wt = (4)
where N is the number of frames. Therefore, we can inte-
grate F'; and F, via:

F,=W, - F;+(1-W,)-F,. (5)
We also obtain the merged depth map Dy:

Finally, we employ an image decoder network to map the
2D feature map F; and depth map D, to a novel view at
time t. Repeating this method, we are able to synthesize a
realistic cinemagraph with compelling parallax effects.

3.5. Training

This section describes our training scheme. In general,
we train our image-to-image translation network, 2D fea-
ture extraction network, and image decoder network in a
two-stage manner.

Training dataset. We use the training set from Holynski et
al. [19] as our training dataset. This dataset comprises short
video clips of fluid motion that are extracted from longer
stock-footage videos. We use the first frames of each video
clip and the corresponding ground truth motion fields es-
timated by a pretrained optical flow network [60] as mo-
tion estimation pairs to train our motion estimation network.
To develop animation ability, we randomly sample training
data from fluid motion video clips. For novel view synthe-
sis training, we require multi-view supervision of the same
scene, which is not available in the training set. Instead, we
use 3D Photo [52] to generate pseudo ground truth novel
views for training.

Two-stage training. Our model is trained in a two-stage
manner. Specifically, we first train our motion estimation

network using motion estimation pairs. To train the motion
estimation network, we minimize GAN loss, GAN feature
matching loss [49], and endpoint error as follows:

Lrotion = Laan +10Lpy + LEpPE. @)

In the second stage, we freeze the motion estimation net-
work and train the feature extraction network and image de-
coder network. Our model simultaneously learns to render
novel views and animate scenes. For novel view synthesis,
we set t = 0 and use pseudo ground truth novel views to su-
pervise our model. We randomly sample target viewpoints
of scenes and require the model to synthesize them. For an-
imation, we train our model on training triplets (start frame,
middle frame, end frame) sampled from fluid motion video
clips. In particular, we render the middle frame from both
directions using Fy_,; and Fy_;—n without changing the
camera poses and intrinsics. Besides GAN loss and GAN
feature matching loss [49], we also enforce VGG perceptual
loss [23,73] and [; loss between synthesized and ground
truth images. The overall loss is as follows:

L Animation = Laan +10Lpar + L1, + Lvgg.  (8)
4. Experiments

4.1. Implementation Details

Our motion estimator is a U-Net [48] based generator
with 16 convolutional layers, and we replace Batch Nor-
malization with SPADE [42]. For the feature extraction net-
work and image decoder network, we follow the network ar-
chitectures from Wang et al. [64]. We adopt the multi-scale
discriminator used in SPADE [42] during training.

Our model is trained using the Adam optimizer [24].
We conduct all experiments on a single NVIDIA GeForce
RTX 3090 GPU. We train the motion estimation network
for around 120k iterations with a batch size of 16. We set
the generator learning rate to 5 x 10~* and the discrimina-
tor learning rate to 2 x 1073, For the animation training
stage, we train the feature extraction network and image de-
coder network for around 250k iterations with a learning
rate starting at 1 x 10~ and then decaying exponentially.

4.2. Baselines

In principle, to evaluate our method, we are required to
compare it against current state-of-the-art models. How-
ever, to our knowledge, we are the first to tackle the novel
task of synthesizing a realistic cinemagraph with com-
pelling parallax effects from a single image. As a result,
we cannot directly compare to previous works. Instead, we
consider forming the following baselines to verify the supe-
riority of our method:
2D animation — novel view synthesis. One might con-
sider 2D image animation — single-shot novel view syn-
thesis: first employing a 2D image animation method, then
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Table 1. Quantitative comparisons against all baselines on the
validation set from Holynski et al. [19]. The better approach
favors higher PSNR and SSIM but lower LPIPS. The best perfor-
mance is in bold.

Method PSNRT  SSIM?T  LPIPS|
2D Anim. [19] — NVS [52] 21.12 0.633 0.286
NVS [52] — 2D Anim. [19] 21.97 0.697 0.276
NVS [52] — 2D Anim. [19] + MA 22.47 0.718 0.261
Naive PC Anim. 19.46 0.647 0.243
Naive PC Anim. + 3DSA 20.49 0.660 0.237
Ours 23.33 0.776 0.197

a single-shot novel view synthesis method. Specifically, we
first adopt a state-of-the-art image animation method [19]
to produce an animated looping video. We then apply
DPT [45] to estimate geometry and utilize 3D Photo [52]
to generate novel views for each frame.

Novel view synthesis — 2D animation. It also appears to
be feasible that we first render novel views of scenes by 3D
Photo [52] and then use the image animation method [19]
to animate each viewpoint. Note that motion estimation
should be performed for each frame as viewpoints have
changed. However, we empirically find that this usually re-
sults in varying motion fields across the video. To mitigate
this, we further propose using the moving average technique
to smooth estimated motions for each frame. This results in
novel view synthesis — 2D animation + MA.

Naive point cloud animation. Intuitively, we may also
consider directly unprojecting pixels into 3D space and
subsequently moving and rendering the RGB point cloud.
Specifically, given a single input image, we first predict the
depth map using DPT [45] and estimate 2D optical flow.
We then lift the pixels and optical flow into 3D space to
form RGB point clouds and scene flow. Finally, we animate
RGB point clouds over time according to the scene flow and
project these point clouds into target viewpoints. This base-
line also faces a similar issue: as time goes by, large holes
gradually appear. One might also employ our 3D symmet-
ric animation technique to further enhance this baseline, i.e.,
naive point cloud animation + 3DSA.

4.3. Results

Evaluation dataset. Since Holynski et al. [19] only pro-
vide a single image for each scene in the test set, we use
the validation set from Holynski et al. [19] to evaluate our
method and baselines. The validation set consists of 31
unique scenes with 162 samples of ground truth video clips
captured by static cameras.

Experimental setup. For evaluation, we render novel
views of the ground truth videos in 4 different trajecto-
ries, resulting in 240 ground truth frames for each sample.
This process does not involve inpainting, thus ground truth
frames may contain holes. Only considering valid pixels
when calculating metrics, we compare the predicted images

Table 2. User study. Pairwise comparison results indicate that
users prefer our method as more realistic and immersive.

Comparison Human preference
2D Anim. [19] — NVS [52] / Ours 12.5% / 87.5%
NVS [52] — 2D Anim. [19] / Ours 3.9% / 96.1%

NVS [52] — 2D Anim. [19] + MA / Ours
Naive PC Anim. / Ours

6.1% /93.9%
7.6% 192.4%

Naive PC Anim. + 3DSA / Ours 8.6% / 91.4%
3D Photo [52] / Ours 10.5% / 89.5%
Holynski et al. [19] / Ours 29.9% /70.1%

Table 3. Ablation study on each component of our method.

PSNRt  SSIMt  LPIPS|
w/o features 21.50 0.674 0.228
w/o inpainting 22.86 0.763 0.216
w/o 3D symmetric animation 22.99 0.768 0.199
Full model 23.33 0.776 0.197

with the ground truth frames at the same time and view-
point. For a fair comparison, all methods utilize the depth
maps estimated by DPT [45]. Since we focus on com-
paring rendering quality, all methods use ground truth op-
tical flows, except that NVS [52] — 2D Anim. [19] and
NVS [52] — 2D Anim. [19] + MA have to estimate optical
flows for each frame apart from the first frame. We adopt
PSNR, SSIM, and LPIPS [73] as our evaluation metrics.
Quantitative comparisons. As shown in Table 1, our
method outperforms all baselines across all metrics by a
large margin. This result implies that our method achieves
better perceptual quality and produces more realistic render-
ings, which demonstrates the superiority and effectiveness
of our method.

Qualitative comparisons. We showcase the visual compar-
isons in Fig. 4. One can observe that our method presents
photorealistic results while other comparative baselines pro-
duce more or less visual artifacts. 2D Anim. [19] —
NVS [52] intends to generate stripped flickering artifacts.
This is because 2D Anim. [19] — NVS [52] predicts the
depth map for each animated frame, leading to frequent
changes in the 3D structure of the scene and inconsistent
inpainting. NVS [52] — 2D Anim. [19] and NVS [52] —
2D Anim. [19] + MA show jelly-like effects as optical flow
should be estimated for each novel view. This results in
varying motion fields across the video and thus inconsis-
tent animation. Although Naive PC Anim. and Naive PC
Anim. + 3DSA also lift the workspace into 3D, they are of-
ten prone to produce noticeable holes inevitably. One rea-
son for this is that they do not perform inpainting. Note that
some artifacts are difficult to observe when only scanning
static figures.

Controllable animation. Our method is able to create 3D
cinemagraphs from a single image automatically. Further,
we show that our framework is also highly extensible. For
example, we can involve masks and flow hints as extra in-
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Figure 4. Qualitative comparisons against all baselines on the validation set from Holynski et al. [19]. Our method produces com-
pelling results while other comparative alternatives suffer from visual artifacts. (a) 2D animation [19] — novel view synthesis [52], (b)
novel view synthesis [52] — 2D animation [19], (c) novel view synthesis [52] — 2D animation [19] + moving average, (d) naive point
cloud animation, (e) naive point cloud animation + 3D symmetric animation, (f) our method, and (g) pseudo ground truth.

Masks & Motion
motion hints fields

Input

Figure 5. Controllable animation. By changing the masks and
motion hints, our method can interactively control the animation.

puts to augment our motion estimator. This brings two ad-
vantages: (1) more accurate flow estimation; (2) interactive
and controllable animation. As shown in Fig. 5, we can con-
trol the animation of the scene by providing various masks
and motion hints to obtain different motion fields.

Generalizing on in-the-wild photos. To further demon-
strate the generalization of our method, we also test our
method on in-the-wild photos. We first create cinema-
graphs with camera motions on the test set from Holynski
et al. [19], where, for each scene, only a single image is
provided. We then select some online images at random to
test our method. To accurately estimate motion fields, we
provide masks and flow hints as extra inputs to our motion
estimator. As shown in Fig. 6, our method produces reason-
able results for in-the-wild inputs while other comparative

alternatives yield visual artifacts or inconsistent animation.

4.4. User Study

We further conduct a user study to investigate how our
method performs in the view of humans when compared
with all baselines, 3D Photo [52], and Holynski et al. [19].
Specifically, we collect 50 photos from the test set of Holyn-
ski et al. [19] and the Internet. We use different approaches
to generate videos with identical settings. During the study,
we show each participant an input image and two animated
videos generated by our method and a randomly selected
approach in random order. 108 volunteers are invited to
choose the method with better perceptual quality and real-
ism, or none if it is hard to judge. We report the results in
Table 2, which points out that our method surpasses alter-
native methods by a large margin in terms of the sense of
reality and immersion.

4.5. Ablation Study

To validate the effect of each component, we conduct an
ablation study on the validation set from Holynski et al. [ 19]
and show the results in Table 3. One can observe: i) 3D
symmetric animation technique matters because it allows us
to leverage bidirectionally displaced point clouds to com-
plement each other and feasibly fill in missing regions; ii)
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NVS — 2D Anim. + MA

Naive PC Anim. + 3DSA Ours

Figure 6. Visual comparisons on the test set from Holynski et al. [19] and in-the-wild photos. Our method consistently produces more
realistic rendering with fewer visual artifacts as opposed to other baselines.

introducing inpainting when constructing 3D geometry can
improve the performance as this allows our model to pro-
duce plausible structures around depth discontinuities and
fill in holes; iii) switching from directly using RGB col-
ors to features in 3D scene representation significantly im-
proves the rendering quality and reduces artifacts.

5. Conclusion

In this paper, we introduce a novel task of creating 3D
cinemagraphs from single images. To this end, we present
a simple yet effective method that makes a connection be-
tween image animation and novel view synthesis. We show
that our method produces plausible animation of the scene
while allowing camera movements. Our framework is flex-
ible and customized. For accurate motion estimation and
controllable animation, we can further include masks and
flow hints as extra input for the motion estimator. There-
fore, users can control how the scene is animated. Further-
more, our method generalizes well to in-the-wild photos,
even like paintings or synthetic images generated by dif-
fusion models. We conduct extensive experiments to ver-

ify the effectiveness and superiority of our method. A user
study also demonstrates that our method generates realis-
tic 3D cinemagraphs. We hope that our work can bring 3D
cinemagraphy into the sight of a broader community and
motivate further research.

Limitations and future work. Our method may not work
well when the depth prediction module estimates erroneous
geometry from the input image, e.g., thin structures. In ad-
dition, inappropriate motion fields will sometimes lead to
undesirable results, e.g., some regions are mistakenly iden-
tified as frozen. As we take the first step towards 3D cin-
emagraphy, in this paper, we focus on handling common
moving elements, i.e., fluids. In other words, our method
may not apply to more complex motions, e.g., cyclic mo-
tion. We leave this for our future work.
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