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Abstract

As black-box models increasingly power high-stakes ap-
plications, a variety of data-driven explanation methods
have been introduced. Meanwhile, machine learning mod-
els are constantly challenged by distributional shifts. A
question naturally arises: Are data-driven explanations ro-
bust against out-of-distribution data? Our empirical re-
sults show that even though predict correctly, the model
might still yield unreliable explanations under distribu-
tional shifts. How to develop robust explanations against
out-of-distribution data? To address this problem, we
propose an end-to-end model-agnostic learning framework
Distributionally Robust Explanations (DRE). The key idea
is, inspired by self-supervised learning, to fully utilizes the
inter-distribution information to provide supervisory sig-
nals for the learning of explanations without human anno-
tation. Can robust explanations benefit the model’s general-
ization capability? We conduct extensive experiments on a
wide range of tasks and data types, including classification
and regression on image and scientific tabular data. Our
results demonstrate that the proposed method significantly
improves the model’s performance in terms of explanation
and prediction robustness against distributional shifts.

1. Introduction
There has been an increasing trend to apply black-box

machine learning (ML) models for high-stakes applications.
The lack of explainability of models can have severe con-
sequences in healthcare [48], criminal justice [61], and
other domains. Meanwhile, ML models are inevitably ex-
posed to unseen distributions that lie outside their train-
ing space [28, 56]; a highly accurate model on average can
fail catastrophically on out-of-distribution (OOD) data due
to naturally-occurring variations, sub-populations, spurious
correlations, and adversarial attacks. For example, a can-
cer detector would erroneously predict samples from hospi-
tals having different data acquisition protocols or equipment

1The source code and pre-trained models are available at: https:
//github.com/tangli-udel/DRE.
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Figure 1. The explanations for in- and out-of-distribution data
of Terra Incognita [4] dataset. Note that GroupDRO [50] and
IRM [2] are explicitly designed methods that can predict accu-
rately across distributions. Although with correct predictions, the
explanations of models trained by such methods would also high-
light distribution-specific associations (e.g., tree branches) except
the object. This leads to unreliable explanations on OOD data. On
the contrary, our model consistently focuses on the most discrimi-
native features shared across distributions.

manufacturers. Therefore, reliable explanations across dis-
tributions are crucial for the safe deployment of ML models.
However, existing works focus on the reliability of data-
driven explanation methods [1, 64] while ignoring the ro-
bustness of explanations against distributional shifts.

A question naturally arises: Are data-driven explana-
tions robust against out-of-distribution data? We empir-
ically investigate this problem across different methods.
Results of the Grad-CAM [51] explanations are shown in
Fig. 1. We find that the distributional shifts would fur-
ther obscure the decision-making process due to the black-
box nature of ML models. As shown, the explanations fo-
cus not only on the object but also spurious factors (e.g.,
background pixels). Such distribution-specific associations
would yield inconsistent explanations across distributions.

This CVPR paper is the Open Access version, provided by the Computer Vision Foundation.
Except for this watermark, it is identical to the accepted version;

the final published version of the proceedings is available on IEEE Xplore.
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Eventually, it leads to unreliable explanations (e.g., tree
branches) on OOD data. This contradicts with human prior
that the most discriminative features ought to be invariant.

How to develop robust explanations against out-of-
distribution data? Existing works on OOD generalization
are limited to data augmentation [42, 52, 59], distribution
alignment [3, 16, 31], Meta learning [12, 29, 40], or invari-
ant learning [2,26]. However, without constraints on expla-
nations, the model would still recklessly absorb all associ-
ations found in the training data, including spurious cor-
relations. To constrain the learning of explanations, ex-
isting methods rely on explanation annotations [44, 54] or
one-to-one mapping between image transforms [8, 19, 39].
However, there is no such mapping in general naturally-
occurring distributional shifts. Furthermore, obtaining
ground truth explanation annotations is prohibitively expen-
sive [60], or even impossible due to subjectivity in real-
world tasks [46]. To address the aforementioned limita-
tions, we propose an end-to-end model-agnostic training
framework Distributionally Robust Explanations (DRE).
The key idea is, inspired by self-supervised learning, to
fully utilize the inter-distribution information to provide su-
pervisory signals for explanation learning.

Can robust explanations benefit the model’s generaliza-
tion capability? We evaluate the proposed methods on a
wide range of tasks in Sec. 4, including the classification
and regression tasks on image and scientific tabular data.
Our empirical results demonstrate the robustness of our ex-
planations. The explanations of the model trained via the
proposed method outperform existing methods in terms of
explanation consistency, fidelity, and scientific plausibility.
The extensive comparisons and ablation studies prove that
our robust explanations significantly improve the model’s
prediction accuracy on OOD data. As shown, the robust
explanations would alleviate the model’s excessive reliance
on spurious correlations, which are unrelated to the causal
correlations of interest [2]. Furthermore, the enhanced ex-
plainability can be generalized to a variety of data-driven
explanation methods.

In summary, our main contributions:

• We comprehensively study the robustness of data-
driven explanations against naturally-occurring distri-
butional shifts.

• We propose an end-to-end model-agnostic learn-
ing framework Distributionally Robust Explanations
(DRE). It fully utilizes inter-distribution information
to provide supervisory signals for explanation learning
without human annotations.

• Empirical results in a wide range of tasks including
classification and regression on image and scientific
tabular data demonstrate superior explanation and pre-
diction robustness of our model against OOD data.

2. Related work
Explainable machine learning. A suite of techniques

has been proposed to reveal the decision-making process of
modern black-box ML models. One direction is intrinsic
to the model design and training, rendering an explanation
along with its output, e.g., attention mechanisms [58] and
joint training [7, 23]. A more popular way is to give in-
sight into the learned associations of a model that are not
readily interpretable by design, known as post-hoc meth-
ods. Such methods usually leverage backpropagation or lo-
cal approximation to offer saliency maps as explanations,
e.g., Input Gradient [53], Grad-CAM [51], LIME [43], and
SHAP [32]. Recent works have shed light on the downsides
of post-hoc methods. The gradient-based explanations (e.g.,
Input Gradient) are consistent with sample-based explana-
tions (e.g., LIME) with comparable fidelity but have much
lower computational cost [47]. Moreover, only the Input
Gradient and Grad-CAM methods passed the sanity checks
in [1]. In our work, we incorporate gradient-based methods
into optimization to calculate explanations efficiently.

Out-of-distribution generalization. To generalize ma-
chine learning models from training distributions to un-
seen distributions, existing methods on OOD generaliza-
tion can be categorized into four branches: (1) Data aug-
mentation. [33, 36, 52, 59] enhance the generalization per-
formance by increasing the diversity of data through aug-
mentation. (2) Distribution alignment. [3, 31, 41] align the
features across source distributions in latent space to mini-
mize the distribution gaps. (3) Meta learning. [12,29,34,35]
using meta-learning to facilitate fast-transferable model ini-
tialization. (4) Invariant learning. [2, 26, 37] learn invariant
representations that are general and transferable to differ-
ent distributions. However, recent works [18, 25] show that
the classic empirical risk minimization (ERM) [57] method
has comparable or even outperforms the aforementioned ap-
proaches. We argue that this is because the existing ap-
proaches barely have constraints on explanations, the model
would still recklessly absorb any correlations identified in
the training data.

Explanation-guided learning. Several recent works
have attempted to incorporate explanations into model
training to improve predictive performance. [44, 54] match
explanations with human annotations based on domain
knowledge, to alleviate the model’s reliance on background
pixels. [19,39,60] align explanations between spatial trans-
formations to improve image classification and weakly-
supervised segmentation. [8, 10, 20] synchronize the expla-
nations of the perturbed and original samples to enhance the
robustness of models. However, acquiring ground truth ex-
planations is prohibitively labor-intensive [60] or even im-
possible due to subjectivity in real-world tasks [46]. Fur-
thermore, image transformations are insufficient to address
different data types and the general naturally-occurring dis-
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tributional shifts, there is no one-to-one correlation between
samples from different distributions to provide supervision.

3. Methods
3.1. Robustness against Out-of-distribution Data

Question: Are data-driven explanations robust against
out-of-distribution data?

We empirically investigate this problem on an out-
of-distribution generalization benchmark image dataset
Terra Incognita [4] and a scientific tabular dataset Urban
Land [17]. For image data, we leverage the Grad-CAM [51]
method to generate explanations, and leverage explanation
fidelity [38] as the metric to measure explanation qual-
ity. Specifically, we evaluate ERM [57] and two represen-
tative out-of-distribution generalization methods, Group-
DRO [50] and IRM [2]. For scientific tabular data, we
leverage the Input Gradient [53] method to generate expla-
nations, and leverage scientific consistency (Sec. 4.2) as the
metric to measure explanation quality. Qualitatively, the
more explanation plausibility on OOD data, the better the
explanation robustness. Quantitatively, the higher the ex-
planation fidelity or scientific consistency on OOD data, the
better the explanation robustness.

For qualitative evaluation, we observe that even with
correct predictions, the explanations on out-of-distribution
data might still focus on spurious correlations. Fig. 1
shows the Grad-CAM explanations of models trained via
ERM, GroupDRO, and IRM. As shown, the explanations
on in-distribution data would not only highlight the object,
but also distribution-specific associations (e.g., background
pixels). This eventually leads to unreliable explanations
on OOD data (e.g., tree branches). We find that the out-
of-distribution generalization methods perform even worse
than the classic ERM in terms of explanation robustness.
This finding verify the results in [18, 25] that ERM outper-
forms the out-of-distribution generalization methods from
an explanation perspective. For quantitative evaluation, we
empirically verify that the explanation fidelity and scientific
consistency severely dropped on OOD data. Tab. 1 reports
the evaluation results, as shown, on the average of each dis-
tribution as the testing set, the explanation fidelity dropped
by 24.9%, 20.8%, and 15.0% for ERM, GroupDRO, and
IRM on Terra Incognita; the scientific consistency dropped
by 32.4% for ERM on Urban Land.

To conclude, data-driven explanations are not robust
again out-of-distribution data. The distributional shifts fur-
ther obscure the decision-making process due to the black-
box nature of modern ML models.

3.2. Distributionally Robust Explanations

Question: How to develop robust explanations against
out-of-distribution data?

Dataset Method Evaluation*
∆ ↓ID OOD

Terra
Incognita [4]

ERM [57] 0.778 0.584 0.194
GroupDRO [50] 0.742 0.597 0.145
IRM [2] 0.612 0.520 0.092

Urban Land [17] ERM [57] 0.535 -0.113 0.648

Table 1. Evaluation of the explanation quality of in-distribution
(ID) and out-of-distribution data. The results are on the average
of each distribution as the testing set. Note that the explanation
quality of both image and scientific data severely dropped on OOD
data. *The reported evaluation scores are explanation fidelity [38]
(Terra Incogenita) and scientific consistency (Urban Land).

We started by providing the formulation of the problem,
then introduce a new framework Distributionally Robust
Explanations (DRE) for explanation learning.

3.2.1 Problem formulation

The objective of typical supervised learning is to learn a
predictor f ∈ F such that f(x) → y for any (x, y) ∼
P (X,Y ), where P (X,Y ) is an unknown joint probabil-
ity distribution, and F is a function class that is model-
agnostic for a prediction task. However, in the scenario of
out-of-distribution generalization, one can not sample di-
rectly from P (X,Y ) due to distributional shifts. Instead, it
is assumed that we can only measure (X,Y ) under different
environmental conditions e so that data is drawn from a set
of groups Eall such that (x, y) ∼ Pe(X,Y ). For example,
in the cancer detection task, the environmental conditions
denote the latent factors (e.g., data acquisition protocols or
equipment manufacturers) that underlie different hospitals.

Informally, this assumption specifies that there should
exist a function G that relates the random variables X and
Xe via G(X, e) = Xe. Let Etrain ⊊ Eall be a finite sub-
set of training groups (distributions), given the task-specific
objective function ℓ and explanation method g(·), our Dis-
tributionally Robust Explanations is equivalent to the fol-
lowing constrained problem:

min
f∈F

R(f) := E(x,y)∼Ptrain
[ℓ(f(x), y)]

s.t. g(x) = g(G(x, e)) ∀e ∈ Eall.
(DRE)

Intuitively, we encourage the model to have invariant expla-
nations for a sample under different environmental condi-
tions (distributions) after optimization.

The problem in DRE is challenging to solve, since we do
not have access to the set of all distributions Eall or the un-
derlying distribution P (X,Y ), and to the distribution trans-
formation function G. The alternative solutions would be:
(i) acquire the ground truth explanations for all samples;
(ii) obtain the one-to-one mapping between samples from
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Figure 2. Overview of the proposed Distributionally Robust Explanations (DRE) method. Our method consists of distributional expla-
nation consistency constraint and explanation sparsity constraint. Firstly, we load a batch of random samples from different distributions
and feed them into the model to calculate the standard task-specific objective (e.g., Cross-entropy loss for classification tasks). Then, we
calculate the explanations of each sample w.r.t. their predictions and constrain the explanation sparsity. Next, we pair up the samples with
the same prediction but from different distributions, mixing up both samples and explanations using the same parameters. We feed the
mixed samples into the model and calculate the explanations w.r.t. their shared predictions. Finally, we constrain the consistency between
the explanation of mixed samples and the mixed explanations. This figure is best viewed in color.

different distributions, such as original sample and its cor-
responding corrupted ones [22]. However, as our discus-
sion in Sec. 2, the ground truth explanations and one-to-one
mappings are practically unavailable in real-world tasks.

3.2.2 Distributional Explanation Consistency

We address these challenges by explicitly designing the dis-
tributional explanation consistency. The key idea is, in-
spired by self-supervised learning, leveraging the mixed
explanation to provide supervisory signals for the learn-
ing of explanations. Specifically, we first leverage the dis-
tributional mixup to achieve a simple but effective inter-
distributional transformation. The mixup [63] methods have
been empirically shown to substantially improve perfor-
mance and robustness to adversarial noise [40, 62]. In con-
trast to original mixup that mixes random pairs of samples
and labels, we mix up samples with the same ground truth
but from different distributions. Denote (xe,xe′) as random
pairs of training samples with the same ground truth y but
from different distributions, then our mixup operator can be
defined as:

M(xe,xe′) = τxe + (1− τ)xe′ (1)

where τ ∼ Beta(α, α) and the mixup hyper-parameter α ∈
(0,+∞) controls the interpolation strength, in practice we
use α = 0.2. Secondly, we mixup the explanations of the
samples using the same parameters, namely:

M(g(xe), g(xe′)) = τg(xe) + (1− τ)g(xe′) (2)

Thirdly, we feed the mixed samples into the model to cal-
culate the explanations g(M(xe,xe′)). Lastly, denote D
as an arbitrary discrepancy metric, for example, ℓ1 distance
and KL-divergence [27], for all e, e′ ∈ Etrain, we leverage
the consistency between the mixed explanation and the ex-
planation of the mixed sample as an alternative of DRE:

min
f∈F

R(f) s.t. D[g(M(xe,xe′)),M(g(xe), g(xe′))] ≤ ϵ

(3)
Intuitively, the mixed explanation serves as the pseudo label
to guide the learning of the explanation for the mixed sam-
ple. Note that g(·) is not restrictive, including any gradient-
based explanation methods, such as Grad-CAM [51] and In-
put Gradient [53]. We leverage Karush–Kuhn–Tucker con-
ditions [6] and introduce a Lagrange multiplier λ to con-
vert the constrained problem in Eq. 3 into its unconstrained
counterpart:

min
f∈F

{Rcon(f) := E(x,y)∼Ptrain
[ℓ(f(x), y)]

+ λD[g(M(xe,xe′)),M(g(xe), g(xe′))]}
(4)

Explanation Regularization Our empirical results
(Tab. 6) show that recklessly optimizing Eq. 4 could eas-
ily fall into a local minimum. For example, explanations
that evenly attribute the prediction to all features in the sam-
ple would be a trivial solution to satisfy the constraint. To
address this problem, we propose to further regularize the
ℓ1-norm of the explanations. Let γ be a dual variable, our
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Algorithm 1: The proposed Distributionally Ro-
bust Explanations (DRE).

Input: Data of Etrain; Step size η
Output: Learned model parameters θ

1 while not converged do
2 Sample (xe,y) ∼ Pe(X,Y ) ∀e ∈ Etrain
3 Sample (xe′ ,y) ∼ Pe′(X,Y ) ∀e′ ∈ Etrain
4 Calculate R(f) via Eq. 5
5 Update θ via θt+1 = θt − ηt∇R(f)

6 end

overall objective is formulated as follows:

min
f∈F

{R(f) := Rcon(f) + γ[||g(xe)||1 + ||g(xe′)||1]} (5)

The entire training pipeline is summarized in Alg. 1. Our
Distributional Robust Explanations has the following mer-
its. First, in contrast to existing works that rely on expensive
explanation annotations [44,54] or one-to-one mapping be-
tween image transforms [19, 39, 60], the proposed method
provides a supervisory signal for the explanation learning in
general distributional shifts. Second, the proposed method
fully utilizes the inter-distribution information which guar-
antees distributional invariance in a more continuous latent
space. Third, the proposed method does not involve addi-
tional parameters, it can be considered as an add-on module
for training a robust model without changing the model ar-
chitecture. This enables DRE for robust explanation and
prediction against distributional shifts as shown in Sec. 4.

3.3. Improve Model’s Generalization Capability

Question: Can robust explanations benefit the model’s
generalization capability?

We empirically evaluate this problem on two out-
of-distribution generalization benchmark image datasets
(Terra Incognita [4] and VLCS [14]) and a scientific tabular
dataset (Urban Land [17]). Tab. 2 shows the results of pre-
diction performance on OOD data. For image datasets, on
average of each distribution as the testing set, our method
outperforms the ERM [57] results by 6.9% and 2.0% in
terms of prediction accuracy. For scientific tabular data,
on average of each continental region as the testing set,
our method significantly outperforms the baseline results by
18.5% in terms of the prediction residual.

Therefore, the robust explanations against OOD data
can benefit the model’s generalization capability. Reck-
lessly minimizing training error would leads machines to
absorb all the correlations found in training data [2]. We
argue that our robust explanations alleviate the excessive
reliance of the model on spurious correlations. Our method
constrains the model to rely on invariant causal correlations
and leads to better generalization capability.

Dataset Method Evaluation*

Terra Incognita [4] ERM 46.1%
DRE (ours) 53.0%

VLCS [14] ERM 77.5%
DRE (ours) 79.5%

Urban Land [17] ERM 9.70e-4
DRE (ours) 7.91e-4

Table 2. Evaluation of predictive performance on out-of-
distribution data. The results are on the average of each distribu-
tion as the testing set. Note that our method outperforms ERM on
Terra Incogenita, VLCS, and Urban Land. *The reported evalua-
tion scores are Accuracy (Terra Incogenita, VLCS) and Prediction
Residual (Urban Land).

4. Experiments

To best validate the performance, we conduct a series
of experiments to compare our DRE method with existing
methods. The experimental results prove that our method
achieves superior explanation and prediction robustness
against out-of-distribution data on a wide scope of tasks,
including classification and regression tasks on image and
scientific tabular data.

4.1. Datasets and Implementation Details

Datasets. We validate our method on two OOD gen-
eralization benchmark image datasets for classification and
a scientific tabular dataset for regression. (1) Terra Incog-
nita [4] (≈ 11K images, 10 classes) consists of four sub-
datasets: Location 100, Location 38, Location 43, and Lo-
cation 46. Each sub-dataset indicates a camera trap location
in the wild and can be viewed as a different distribution.
Each image in these datasets contains one single animal
category (e.g., coyote) with different illumination, back-
grounds, perspective, etc. (2) VLCS [14] (≈ 25K images,
5 classes) consists of four sub-datasets: Caltech101 [15],
LabelMe [49], SUN09 [9], and VOC2007 [13]. Each sub-
dataset can be viewed as a different distribution. Each im-
age in these datasets contains one single image category
(e.g., car) with different styles and backgrounds. (3) Global
National Total Amounts of Urban Land, SSP-Consistent
Projections and Base Year, v1 (2000 - 2100) [17] (here-
inafter referred to as Urban Land). The dataset is used for
urban land prediction, and the global land area has been di-
vided into 997,022 grid cells. Each grid cell contains nine
topographic, population, and historical urban fraction at-
tributes. The task is to predict the urban fraction in the year
2010. The world is been divided into nine continental re-
gions, each region can be viewed as a different distribution.

Implementation details. For all datasets, we alternately
leave one distribution out as the testing set. We split the data
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Terra Incognita [4] VLCS [14]
Metric Method Loc.100 Loc.38 Loc.43 Loc.46 Avg. Caltech101 LabelMe SUN09 VOC2007 Avg.

DEC loss ↓

ERM [57] 1.014 0.971 0.998 1.016 1.000 0.991 0.902 0.987 1.120 1.000
GroupDRO [50] 0.929 0.996 1.072 0.969 0.992 0.947 0.907 1.026 0.942 0.956
IRM [2] 0.982 0.965 0.982 0.939 0.967 0.918 0.874 0.947 0.928 0.918
Mixup [62] 0.998 0.926 1.032 0.970 0.982 0.942 1.014 1.072 0.947 0.995
CGC [39] 0.382 0.412 0.396 0.356 0.387 1.000 0.915 0.992 0.918 0.956
DRE (ours) 0.195 0.250 0.213 0.226 0.221 0.061 0.431 0.421 0.229 0.286

iAUC ↑

ERM [57] 0.517 0.644 0.614 0.560 0.584 0.964 0.787 0.765 0.758 0.819
GroupDRO [50] 0.678 0.578 0.608 0.525 0.597 0.928 0.786 0.643 0.706 0.766
IRM [2] 0.489 0.651 0.438 0.500 0.520 0.939 0.772 0.613 0.715 0.760
Mixup [62] 0.535 0.471 0.488 0.450 0.486 0.924 0.767 0.607 0.641 0.735
CGC [39] 0.238 0.250 0.380 0.322 0.298 0.804 0.581 0.524 0.618 0.632
DRE (ours) 0.651 0.685 0.633 0.605 0.644 0.973 0.837 0.752 0.763 0.840

Acc (%) ↑

ERM [57] 49.8 42.1 56.9 35.7 46.1 97.7 64.3 73.4 74.6 77.5
GroupDRO [50] 41.2 38.6 56.7 36.4 43.2 97.3 63.4 69.5 76.7 76.7
IRM [2] 54.6 39.8 56.2 39.6 47.6 98.6 64.9 73.4 77.3 78.5
Mixup [62] 59.6 42.2 55.9 33.9 47.9 98.3 64.8 72.1 74.3 77.4
CGC [39] 51.8 44.6 54.9 39.8 47.8 97.1 63.2 73.6 70.6 76.1
DRE (ours) 64.1 48.1 57.1 42.8 53.0 98.3 65.5 73.8 80.2 79.5

Table 3. Comparison of the out-of-distribution explanation and prediction performance on Terra Incognita [4] and VLCS [14] datasets.
The models are tested on the specified distribution and trained on all other distributions. Our results are on the average of three trials of
experiments. We highlight the best results and the second best results. Note that the Acc (%) numbers for ERM [57], GroupDRO [50],
IRM [2], and Mixup [62] are from Gulrajani and Lopez-Paz [18].

Metric Method Africa E. Asia Europe N. Africa N. America Oceania Russia S. America S. Asia Avg.

DEC loss ↓ ERM [57] 3.69e-1 2.25e-1 9.98e-1 1.43e+0 2.14e+1 2.27e+0 5.56e-1 5.58e-1 4.54e-1 1.00e+0
DRE (ours) 2.52e-1 2.11e-1 9.20e-2 1.12e-3 4.86e-6 7.25e-1 5.17e-6 6.38e-6 1.10e-1 1.55e-1

SC ↑ ERM [57] 0.810 0.779 0.100 -0.707 -0.653 0.855 -0.856 -0.837 -0.504 -0.113
DRE (ours) 0.967 0.779 0.760 0.135 0.189 0.894 0.130 0.058 0.324 0.471

Prediction
Residual ↓

ERM [57] 7.45e-4 1.46e-3 2.43e-3 7.10e-4 5.40e-4 1.53e-4 8.04e-5 3.55e-4 2.26e-3 9.70e-4
DRE (ours) 6.58e-4 1.16e-3 1.95e-3 5.74e-4 4.14e-4 1.56e-4 6.34e-5 2.94e-4 1.85e-3 7.91e-4

Table 4. Comparison of the out-of-distribution explanation and prediction performance for short-term urbanization estimation (2000–2010)
on the Urban Land [17] dataset. Our results are on the average of three trials of experiments. Note that a residual of 0.01 indicates a one-
percentage point difference between the estimated and observed built-up land fractions.

from each training distribution into 80% and 20% splits,
and use the larger splits for training, the smaller splits for
validation and model selection. All models are trained us-
ing Adam [24] optimizer for 5,000 steps. (1) For both of
the image datasets, following the setup in [18], we use a
ResNet50 [21] model pretrained on ImageNet [11] and fine-
tune. We freeze all batch normalization layers before fine-
tuning and insert a dropout layer before the final linear layer.
We crop the images of random size and aspect ratio, resiz-
ing to 224 × 224 pixels, random horizontal flips, random
color jitter, grayscaling the image with 10% probability, and
normalization using the ImageNet channel statistics. We
use learning rate=5e-5 and batch size=16. (2) For scientific
data, following the setup in [30], we transform the tabu-
lar data into image-like data with each grid cell as a pixel.
With each land pixel as the center pixel, we densely sampled
997,022 images with size 16 × 16. We use a standard U-

Net [45] model training from scratch. We augment images
by random vertical and horizontal flips, rotation by 90◦,
180◦, 270◦. We use learning rate=1e-4 and batch size=256.

4.2. Evaluation Metrics

Distributional explanation consistency (DEC). We
evaluate the explanations using the same explanation con-
sistency we used for our model training. Note that although
we optimized the in-distribution explanation consistency,
the explanation consistency on out-of-distribution data is
still an important metric to evaluate our goal. We mix up the
OOD samples and their explanations with in-distribution
samples and their explanations to calculate the DEC loss.
For better comparison, we set the average DEC loss for the
model trained via standard ERM [57] as 1.0 and rescale oth-
ers correspondingly. We expect the DEC loss to be lower for
the robust explanations against out-of-distribution data.
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Figure 3. Grad-CAM explanations for images from Bird (left) and Chair (right) classes in VLCS dataset. The model trained via existing
methods, such as ERM [57], Mixup [62], and CGC [39], not only focuses on the objects, but also distribution-specific associations, it
getting even severe on OOD data. On the contrary, our model alleviates the reliance on spurious correlations (e.g., background pixels), and
makes consistent explanations on OOD data. This figure is best viewed in color.

Explanation fidelity (iAUC). This metric measures an
increase in the probability of the predictive score as more
and more pixels are introduced in a descending order of
importance, where the importance is obtained from the ex-
planation [5, 38]. We measure the area under the insertion
curve (iAUC), which accumulated the probability increase
while gradually inserting the features from the original in-
put into a reference input. The reference input we used is an
initially blurred canvas, since the blurring takes away most
of the finer details of an image without exposing it to sharp
edges which might introduce spurious correlations. To com-
pare between models, we normalize the logit of the correct
class to 1. We expect the iAUC score to be higher for a
robust explanation against OOD data.

Scientific consistency (SC). We introduce this metric for
the explanations of scientific data. Scientific consistency
means the explanations obtained are plausible and consis-
tent with existing scientific principles [46]. We leverage ex-
planations of domain expert verified models as the ground
truth domain knowledge. We use it as a posteriori by cosine
similarity between feature importance obtained via explana-
tions and domain knowledge. We expect the SC score to be
higher for a robust explanation against distributional shifts.

4.3. Evaluation on Terra Incognita

We compare our model with models trained via four rep-
resentative OOD generalization methods (i.e., ERM [57],
GroupDRO [50], IRM [2], and Mixup [62]), and a
state-of-the-art explanation-guided learning method (i.e.,
CGC [39]). We use Grad-CAM [51] to generate explana-
tions after model training. Quantitatively, in Tab. 3 we re-
port the results of explanation quality and predictive perfor-
mance on OOD data. Our model outperforms the four OOD
generalization methods and CGC [39] with significant im-

provement on all three metrics. On average of each distribu-
tion as the testing set, our method outperforms the second-
best results by 42.9%, 7.9%, and 5.1% in terms of DEC
loss, explanation fidelity, and prediction accuracy. Qualita-
tively, in Fig. 1 we visualize the Grad-CAM explanations of
ERM, GroupDRO, IRM, and our model using Location 46
as the testing distribution. Our explanations corrected the
wrongly focused explanations generated by the models of
existing methods. Rather than backgrounds, our explana-
tions are more concentrated on the most discriminative ob-
ject. The results demonstrate the superiority of our model
on explanation and prediction robustness against OOD data.

4.4. Evaluation on VLCS

Following the same settings in Sec. 4.3, we compare
our model with ERM [57], GroupDRO [50], IRM [2],
Mixup [62]), and CGC [39] models. Quantitatively, as
shown in Tab. 3, our model outperforms existing methods
with significant improvement on all three metrics. On aver-
age of each distribution as the testing set, our method out-
performs the second-best results by 68.8%, 2.6%, and 1.0%
in terms of DEC loss, explanation fidelity, and prediction
accuracy. Qualitatively, in Fig. 3 we visualize the Grad-
CAM explanation of five existing methods and our method.
Our explanations are more concentrated on the most dis-
criminative features of the object, and significantly alleviate
the focus of background pixels on OOD data. Furthermore,
we evaluate the efficiency of our method shown in Tab. 5.

4.5. Evaluation on Urban Land

We compare our model with models trained via
ERM [57]. We leverage the Input Gradient [53] to gener-
ate explanations after model training, because of its fine-
grained resolution and advanced explanation performance
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Method # of params. Training Time Acc (%)

ERM [57] 25.6M 18.4min 74.6
CGC [39] 25.6M 28.8min 70.6
DRE (ours) 25.6M 33.1min 80.2

Table 5. Efficiency comparison on VLCS [14] dataset using
VOC2007 [13] as testing distribution. Our model significantly out-
performs existing methods on prediction accuracy with a marginal
increase in train time than the CGC [39] method, no additional pa-
rameters were introduced.

DEC loss ↓ iAUC ↑ Acc (%) ↑
ERM [57] 1.000±0.02 0.758±0.01 74.6±1.3
DRE w/o reg. 0.909±0.01 0.756±0.01 78.1±0.9
DRE w/o consist. 0.364±0.03 0.698±0.02 71.2±2.1
DRE (full) 0.773±0.01 0.772±0.01 80.2±0.4

Table 6. Ablation study on VLCS [14] dataset using VOC2007 [13]
as testing distribution. Although the variant (w/o explanation reg-
ularization) increases the prediction accuracy compared to ERM,
it makes limited improvement in DEC loss and slightly dropped
on iAUC. The variant (w/o explanation consistency) has the most
significant DEC loss decrease, but it also leads to a severe drop in
iAUC and prediction accuracy.

on truly continuous inputs [47]. As shown in Tab. 4, our
model outperforms the ERM model with significant im-
provement on all three metrics. On average of each con-
tinental region (distribution) as the testing set, our method
outperforms the ERM method by 84.5%, 29.2%, and 18.5%
in terms of DEC loss, scientific consistency, and prediction
residual. Note that the higher scientific consistency would
further achieve promising and valuable scientific outcomes
in the downstream tasks [46].

4.6. Ablation Study

In this section, we perform ablation studies to investigate
key components of our method proposed in Eq. 4 and Eq. 5.
The empirical results are shown in Tab. 6

Ablation on explanation regularization. The variant
(w/o explanation regularization) increases the predictive ac-
curacy by 3.5% compared to ERM, however, the it makes
limited improvement in DEC loss and slightly dropped on
iAUC. This indicates limited enhancement of explanation
robustness against OOD data, the model might falls into a
local minimum to satisfy the distributional explanation con-
sistency constraint. For example, an explanation that uni-
formly attributes the prediction to all features.

Ablation on distributional explanation consistency.
The variant (w/o explanation consistency) significantly im-
proved the DEC loss by 63.6% over the ERM model. How-
ever, the explanation fidelity and prediction accuracy are
significantly decreased by 6.0% and 3.4%. This indicates
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Figure 4. Integrated Gradients (IG) [55] and Gradient SHAP [32]
saliency maps for OOD data from Terra Incognita dataset. Using
location 46 as the testing set, for ERM model the saliency maps
of both Integrated Gradients (IG) [55] and Gradient SHAP [32]
methods are excessively focused on background pixels, such as
branch and ground.

that blindly encouraging the explanation sparsity would hurt
the explanation and predictive performance.

4.7. Generalize to Different Explanation Methods

In this experiment, we compare the saliency maps of ours
and the ERM model. As shown in Fig. 4, the improved
explainability of our model trained by Grad-CAM can be
generalized to a variety of data-driven explanation methods.
Using Location 46 in Terra Incognita as the testing set, for
the ERM model, the saliency maps of both Integrated Gra-
dients (IG) [55] and Gradient SHAP [32] methods are ex-
cessively focused on background pixels, such as branch and
ground. On the contrary, the saliency maps of our model
alleviate the reliance on background pixels, and clearly de-
picts the contour of the object.

5. Conclusion
In this paper, we present comprehensive study to show

that the data-driven explanations are not robust against out-
of-distribution data. To address this problem, we propose a
an end-to-end model-agnostic learning framework Distribu-
tionally Robust Explanation (DRE). The proposed method
fully utilizes inter-distribution information to provide super-
visory signals for explanation learning without human an-
notation. We conduct extensive experiments on wide range
of tasks, including the classification and regression tasks on
image and scientific tabular data. Our results demonstrate
the superior of our method in terms of explanation and pre-
diction robustness against out-of-distribution data.
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