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Abstract

Deep image prior (DIP) has shown great promise in tackling a variety of image restoration (IR) and general visual inverse problems, needing no training data. However, the resulting optimization process is often very slow, inevitably hindering DIP’s practical usage for time-sensitive scenarios. In this paper, we focus on IR, and propose two crucial modifications to DIP that help achieve substantial speedup: 1) optimizing the DIP seed while freezing randomly-initialized network weights, and 2) reducing the network depth. In addition, we reintroduce explicit priors, such as sparse gradient prior—encoded by total-variation regularization, to preserve the DIP peak performance. We evaluate the proposed method on three IR tasks, including image denoising, image super-resolution, and image inpainting, against the original DIP and variants, as well as the competing metaDIP that uses meta-learning to learn good initializers with extra data. Our method is a clear winner in obtaining competitive restoration quality in a minimal amount of time. Our code is available at https://github.com/sun-umn/Deep-Random-Projector.

1. Introduction

Deep image prior as an emerging “prior” for visual inverse problems Deep image prior (DIP) [29] and its variants [9, 21] have recently claimed numerous successes in solving image restoration (IR) (e.g., image denoising, super-resolution, and image inpainting) and general visual inverse problems [22]. The idea is to parameterize a visual object of interest, say $x$, as the output of a structured deep neural network (DNN), i.e., $x = G_\theta(z)$, where $G_\theta$ is a DNN and $z$ is a seed that is often drawn randomly and then frozen. Now given a visual inverse problem of the form $y \approx f(x)$—$y$ is the observation, $f$ models the observation process, and $\approx$ allows modeling observational noise—and the typical maximum-a posterior (MAP)-inspired regularized data-fitting formulation ($\lambda$: regularization parameter):

$$\min_{x} \ell(y, f(x)) + \lambda R(x),$$

one can plug in the reparametrization $x = G_\theta(z)$ to obtain

$$\min_{\theta} \ell(y, f \circ G_\theta(z)) + \lambda R \circ G_\theta(z),$$

where $\circ$ denotes functional composition. A salient feature of DIP for IR is that they are training-free despite the presence of the DNN $G_\theta$, i.e., no extra data other than $y$ and $f$ are needed for problem-solving.

DIP is not a standalone prior, unlike traditional priors such as sparse gradient [24], dark channel [8], and self-similarity [7]: favorable results from DIP are obtained as a result of the tight integration of architecture, over-parametrization of $G_\theta$, first-order optimization methods, and appropriate early stopping (ES). The $G_\theta$ in practice is often a structured convolutional neural network and significantly overparameterized. Due to the heavy over-parametrization, in principle, $f \circ G_\theta(z)$ could perfectly fit $y$, especially when no extra regularization $R \circ G_\theta(z)$ is present. When such overfitting occurs, the recovered $\hat{x} = G_\theta(z)$ accounts for the potential noise in $y$ also in addition to the desired visual content. What comes to the rescue is the hallmark “early-learning-then-overfitting” phenomenon: the learning process picks up mostly the desired visual content first before starting to fit the noise [16, 30], which is believed to be a combined implicit regularization effect of overparametrization, convolutional structures in $G_\theta$, and first-order optimization methods [10, 12]. So, if one can locate the peak-performance point and stop the fitting process sharp there, i.e., performing appropriate ES, they could get a good estimate for $x$.

Practical issues: overfitting and slowness Despite the remarkable empirical success of DIP in solving IRs, there
are a couple of pressing issues (see Fig. 1) impeding the practical deployment of DIP:

• **Overfitting**: Most previous works reporting the successes of DIP set the number of iterations directly, based on visual inspection and trial-and-error. Visual inspection precludes large-scale batch processing or deployment into unfamiliar (e.g., scientific imaging of unknown minuscule objects) or unobservable scenarios (e.g., multidimensional objects that are hard to visualize), whereas trial-and-error likely performs the tuning with reference to the unknown groundtruth object. So, strictly speaking, previous successes mostly only show the potential of DIP, without providing an operational ES strategy [16,22,30]. Ideas that try to mitigate overfitting, including controlling the capacity of $G_\theta$, explicit regularization, and explicit noise modeling, tend to prolong the iteration process and push the peak performance to final iterations.

• **Slowness**: For DIP to reach the performance peak from random initialization, it typically takes thousands of steps. Although the number is comparable to that of typical iterative methods for solving Eq. (1), here each step entails a forward and a backward pass through the $G_\theta$ and hence is much more expensive. In fact, on a state-of-the-art GPU card such as Nvidia V100, the whole process can take up to tens of minutes for simple IR and up to hours for advanced IR tasks. The optimization slowness inevitably hinders DIP’s applicability to time-sensitive problems. These two issues are intertwined: mitigating overfitting escalates the slowness. Thus an ideal solution is to speed up the process of climbing to the performance peak and then stop around the peak.

**Our focus and contributions** Our previous works [16, 30] have proposed effective ES methods for DIP. In this paper, we tackle the slowness issue. We propose an effective and efficient DIP variant, called deep random projector (DRP), that requires substantial less computation time than DIP to obtain a comparable level of peak performance. DRP consists of three judiciously chosen modifications to DIP: (1) optimizing the DIP seed while freezing randomly-initialized network weights, (2) reducing the network depth, and (3) including additional explicit prior(s) for regularization, such as total variation (TV) regularization that encodes the sparse-gradient prior [24]. One can quickly see the superiority of our method from Fig. 1. Our main contributions include:

• proposing deep random projector (DRP) that integrates three essential modifications to DIP for speedup (Sec. 3);
• validating that DRP achieves peak performance comparable to that of DIP in much less time on three IR tasks (Sec. 4.2, Sec. 4.3, and Sec. 4.4), and showing that DRP is much more efficient than meta-learning-based meta-DIP for speedup (Sec. 4.6);
• demonstrating that our ES method in [30] can be directly integrated, without modification, to detect near-peak performance for DRP. Hence, we have a complete solution to both overfitting and slowness issues in DIP (Sec. 4.5).

2. Related Work

**Meta-learning for speedup** Meta-learning has been used to speed up learning and computation by, e.g., learning good initializers and learning rates. Recently, this has been specialized to learning good weight initializers for SIREN [27] and DIP [34] to speed up the optimization. Compared to meta-learning that needs extra training data, our speedup method DRP needs zero extra data, inheriting DIP’s advantages. Also, as we show in Sec. 4.6, meta-learning-based initializers do not have speed advantage overall despite the good initial speed.

**Random projection** Linear random projections have been extensively studied for randomized numerical methods, e.g., dimension reduction and sketching. For nonlinear...
cases, DNNs with random weights have attracted considerable interest in recent years. They can be effective random “feature” extractors for image classification [6, 13, 23, 35]. While the majority of these works focus on classification, here our random-weight networks are used for single-instance image generation.

Data-driven deep generative priors for IR This family takes pretrained generators $G_{\theta}$, e.g., from GANs [32]. Then, either only the seed, or both the seed and the network weights $\theta$ are optimized for IR [2, 4, 5, 21, 36]. However, training effective generators on complex real-world datasets requires enormous amounts of data, and the pretrained generators tend not to generalize well for target image outside its domain. In contrast, our DRP, similar to DIP, is a single-instance method that requires no extra training data and faces no generalizability issue.

3. Our Method: Deep Random Projector

We describe the three key ingredients of our method in Secs. 3.1 to 3.3, respectively. In Sec. 3.4, we shed light on why our method is faster than DIP by spectral bias analysis.

3.1. Optimizing the Input Seed

Alleviating inhomogeneity in learning Typically, the $G_{\theta}$ in DIP is very deep, and gradients of the weights across different layers often have distinct magnitudes—i.e., the well-known exploding/vanishing gradient issue [20, 26] (see Fig. 2 (left)). The imbalanced gradients lead to slow optimization convergence and learning. The typical adaptive gradient methods such as ADAM ameliorate the issue, but do not entirely eliminate it. To speed up convergence, it seems natural to freeze the network weights $\theta$ and optimize the input seed $z$. We quickly validate this idea using image regression with DIP ($\ell(y, f \circ G_{\theta}(z))$ and $y$ here is a clean observation): Fig. 2 (right) shows that optimizing the input seed is much faster than optimizing the network weights for image regression. Therefore, freezing network weights and optimizing the input seed is a better choice.

Random-weight network: a free lunch For the illustration in Fig. 2, we randomly initialized network weights $\theta$ before freezing them. While one may argue that directly taking a pretrained DNN for initialization can be another option, as we have discussed in Sec. 2, taking weights from a pretrained DNN has several foreseeable limitations. We further validate our idea with image regression: we take the generator $G_{\theta}$ from [21] and conduct image regression but we freeze network weights and merely optimize the input seed $z$. For the initial weights of $G_{\theta}$, we 1) directly take weights from the pretrained model from [21] or 2) adopt the random initialization. We report the PSNR and the visualization results in Fig. 3. One can see that when we optimize the input seed $z$ and freeze the weights of $G_{\theta}$, randomly setting the initial weights for $G_{\theta}$ is much better than directly taking weights from a pretrained model.

3.2. Cutting Down the Network Depth

Using random-weight $G_{\theta}$ and optimizing the input seed $z$ eliminate the inhomogeneity during the learning process, which is supposed to accelerate the optimization convergence. However, after switching the role of $\theta$ and $z$, the per-iteration computation, which is dominated by a full forward-pass and backward-pass, is almost identical to that of the original DIP. To reduce the per-iteration computation, we propose directly cutting down the network depths. Furthermore, cutting down the depth is also expected to reduce
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**Figure 2.** Left: gradient norm of different layers of DIP; Right: image regression by optimizing network or seed of DIP. When optimizing seed, we first randomly initialize the network and then freeze its weights.

![Figure 3](image2.png)

**Figure 3.** The result of image regression when we optimize the input seed and freeze weights of $G_{\theta}$. (2nd) Pre-trained: we take weights from a pretrained model and set them as the initial weights of $G_{\theta}$; (3rd) Random: we use random initialization for $G_{\theta}$. Based on the above discussion, we randomly initialize $G_{\theta}$ and then freeze its weights. Typically, a DNN has batch normalization [11], and we allow its update in our experiments. Therefore, we have our initial deep random projector (DRP):

$$\min_{z, \theta_{BN}} \ell(y, f \circ G_{\theta}(z)),$$

where $\theta_{BN}$ represents the affine parameters for batch normalization. We also make the first layer of $G_{\theta}$ as batch normalization to make the optimization function more smooth [25].
the non-linearity of the final optimization loss and make it more smooth, which could speed up the convergence as well.

Here, we validate our thought on image denoising (see details in Sec. 4.2) with DRP Eq. (3) by using DIP as our \( G_\theta \) and exploring different depths of \( G_\theta \). We record their corresponding restoration quality and OPT time—the time to reach the PSNR peak. We report the mean PSNR and OPT time in Fig. 4. One can observe that as expected, the OPT time is drastically reduced when using a shallow backbone network—the shallower the backbone neural network, the less the OPT time, which is a desirable property for our model. However, the shallow backbone network has a detrimental impact on the restoration quality, which is undesirable given that we want our method to preserve the restoration quality.

Hence, the question becomes how to bring back the restoration quality while still enjoying the benefits of shallow neural networks as our backbone networks (see Sec. 3.3).

3.3. Reintroducing Explicit Priors

We suspect that the degradation in restoration quality in Sec. 3.2 might be due to the fact that optimizing the input seed \( z \) with the frozen random-weight \( G_\theta \) dramatically suppresses the implicit prior induced by DIP’s implicit regularization. Therefore, to bring back the restoration quality, we have to find a way to compensate. To this end, we propose employing additional explicit priors. In our paper, we employ total variation (TV) [24] due to its popularity for images:

\[
TV(x) = \sum_{i,j} |x_{i+1,j} - x_{i,j}| + |x_{i,j+1} - x_{i,j}|
\]  

(4)

for any 2D image \( x \in \mathbb{R}^{h \times w} \).

Integrating Eq. (4) into Eq. (3), we finally arrive at our regularized version of DRP:

\[
\min_{z, \theta_{BN}} \| y - f \circ G_\theta(z) \| + \lambda TV(G_\theta(z)),
\]  

(5)

where we use a shallow neural network \( G_\theta \) as our backbone to gain the benefit of fast optimization and employ the TV regularizer to retain restoration quality.

Here, we again use image denoising (see details in Sec. 4.2) for illustration and empirically compare the performance of DRP without and with TV regularization. We report the mean PSNR in Tab. 6. One can observe that:

1) adding TV to DRP significantly boosts the restoration quality, i.e., higher PSNR; 2) this observation is consistent across different noise types and different noise levels. We also compare with the performance using the TV regularization only without DIP: directly in the pixel space (see Appendix E).

Table 1. Comparison of DRP without and with total variation.

<table>
<thead>
<tr>
<th></th>
<th>DRP w/o TV</th>
<th>DRP w/ TV</th>
<th>( \Delta )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gaussian</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>23.93</td>
<td>28.82</td>
<td>4.89</td>
</tr>
<tr>
<td>High</td>
<td>20.19</td>
<td>24.44</td>
<td>4.25</td>
</tr>
<tr>
<td>Impulse</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>26.22</td>
<td>31.34</td>
<td>5.12</td>
</tr>
<tr>
<td>High</td>
<td>15.31</td>
<td>25.32</td>
<td>10.01</td>
</tr>
<tr>
<td>Shot</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>23.19</td>
<td>27.86</td>
<td>4.67</td>
</tr>
<tr>
<td>High</td>
<td>19.37</td>
<td>22.82</td>
<td>3.45</td>
</tr>
<tr>
<td>Speckle</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>24.54</td>
<td>28.89</td>
<td>4.35</td>
</tr>
<tr>
<td>High</td>
<td>20.38</td>
<td>24.15</td>
<td>3.77</td>
</tr>
</tbody>
</table>

3.4. Spectral Bias Analysis

Here, we explore the differences between our DRP and the DIP from the perspective of spectral bias in two settings: recovering images from noise-free images and noisy images. For each setting, we select 2 images: Baboon and Lena (Sec. 4.2). We then run each model for 300 seconds and analyze the spectral bias over the optimization trajectory. To measure spectral bias, we follow the idea in [37] and use their proposed metric—frequency band error (FBE)—that calculates the point-wise relative estimation error over the Fourier domain \( |\mathcal{F}(y) - \mathcal{F}(\hat{x})| / |\mathcal{F}(y)| \), and then divides the Fourier frequencies into five bands radially and computes the per-band average, where \( y \) is the given observation and \( \hat{x} \) denotes the reconstructions by DRP or DIP. We show the evolution of the FBEs of all five frequency bands against the optimization time under
noise scenario in Fig. 5 (results of noise-free scenario are shown in Appendix G). It is evident that DRP recovers all frequency bands much faster and reliably than DIP.

![Figure 5](image1.png)  
**Figure 5.** We compare the spectral bias of DIP (first row) and DRP (second row) under the noise scenario.

### 4. Experiments

#### 4.1. Experimental Settings

In this paper, we assume that only a single IR instance is available each time. We consider two choices for $G_{\theta}$: it can be a **hourglass** architecture like DIP [29] which we call it as DRP-DIP; or a **decoder** architecture like DD [9] which we call it as DRP-DD. The detailed architecture is illustrated in Appendix A. In addition, we demonstrate that state-of-the-art early-stopping methods for DIP can be incorporated directly into our methods without modification (Sec. 4.5). On the other hand, when extra large-scale training data is available, there are two other methods—MetaDIP [34] uses meta-learning to initialize DIP to speed up its training process and deep generative priors (DGP) [21], see also GAN-inversion methods [32], uses pretrained models on ImageNet as its generator for faithful image reconstructions. Even though it is unfair to compare our methods, which require no additional images, with MetaDIP and DGP, which heavily rely on additional training data, we still select one task from each paper and compare DRP, MetaDIP, and DGP in Sec. 4.6. In addition, we use Adam [15] as our optimizer for all experiments and introduce other detailed experimental settings in their corresponding subsection. For evaluation, we provide some qualitative validation; and we also provide PSNR (↑) and optimization (OPT) time (↓) as our quantitative metrics. In general, an ideal model should achieve reasonably good restoration quality within the shortest OPT time.

#### 4.2. Image Denoising

We first conduct experiments on noise removal where only a noisy image $y$ is given and the objective is trying to restore a clean image $x$ from it. Therefore, we turn Eq. (5) into:

$$
\min_{z, G_{\theta}} \|y - G_{\theta}(z)\| + \lambda \text{TV}(G_{\theta}(z)).
$$

An example of impulse noise is shown in Fig. 6. One can see that the restored images by our methods show almost no perceptual discrepancy to others and we further show the OPT time advantage of our methods in Fig. 7, Fig. 22, Fig. 23, and Fig. 24.

![Figure 6](image2.png)  
**Figure 6.** A visualization of image denoising on impulse noise with 30% corruption ratio. Our methods (DRP-DD and DRP-DIP) produce restorations that are visually superior to DD-64 and comparable to DD-512 and DIP.

To make our evaluation thorough, we further experiment on a standard image denoising dataset with 4 different noises including Gaussian noise, impulse noise, shot noise, and speckle noise. For each noise, we test a low and high noise level, of which we follow the exact same noise settings in [16]. In addition, we use the exact same hyper-parameters for both DRP-DD and DRP-DIP for all images across all noises and noise levels: we set the learning rate as 0.001 and $\lambda$ as 0.45. For DD and DIP, we use their original hyper-parameter settings while for DD, as its performance on different noises and noise levels may be sensitive to its network width, thus we in addition test different network width $\{64, 128, 256, 512\}$ which we term them as DD-64, DD-128, DD-256, and DD-512, respectively. For all models, we run them for $20K$ iterations and then report the peak PSNR and its corresponding time to reach the peak point.

**Fig. 7** shows the denoising performance on shot noise (the performance for Gaussian noise, impulse noise, and speckle noise are provided in Appendix G). In terms of image restoration quality, both DRP-DD and DRP-DIP achieve competitive PSNR as that of DD and DIP; while

---

in terms of OPT time, DRP-DD and DRP-DIP show a significant advantage over DD and DIP. Moreover, the above observations are consistent across different images, noises, and noise levels.

4.3. Image Super-Resolution

With a low resolution (LR) image $y \in \mathbb{R}^{3 \times H \times W}$ and an upsampling factor $t$, image super-resolution (SR) attempts to generate a corresponding high resolution (HR) image $x \in \mathbb{R}^{3 \times tH \times tW}$. In our case, DRP-DD, DRP-DIP, DD, and DIP are supposed to generate HR image $x$. Thus, by applying a downsampling operation to the generated HR image $x$, we hope to find its low-resolution version is exactly the given LR image $y$. The optimization objective is the same as Eq. (5) except we downsample the restored image before calculating the $\ell_2$ distance in the fidelity term:

$$\min_{z, \theta, \mathcal{BN}} \|y - D(G_\theta(z))\| + \lambda \text{TV}(G_\theta(z)),$$

where $D$ is the downsampling operator, which we use the Lanczos filter in our experiments by following [29]. One should also note that we apply TV to the restored image directly without downsampling it. Similar to DIP, we consider two popular image super-resolution datasets—the Set5 [3] and the Set14 [33], and experiment with upsampling factor $t = 4$ and $t = 8$. We then compare the performance of our methods with DD and DIP. Both DRP-DD and DRP-DIP adopt the exact same hyper-parameters with the learning rate being 0.5 and $\lambda$ being 0.75. For DD and DIP, we follow their original settings. We run all models for $5K$ iterations and report the peak PSNR along with the corresponding OPT time to reach the peak.

We first show the visual comparison of $4 \times$ SR in Fig. 8 (the visual comparison of $8 \times$ SR is provided in Appendix G), respectively. For qualitative comparison, we also provide the HR image generated by Bicubic upsampling. Visually, our methods, DD, and DIP yield better HR images when compared with the simple Bicubic upsampling while both DRP-DD and DRP-DIP are on-par with DD and DIP regarding the visual quality of generated HR images. We further report the quantitative comparison in Fig. 9 for Set5 (the result for Set14 is provided in Appendix G). As expected, our methods obtain similar PSNRs as those of DD and DIP, while both DRP-DD and DRP-DIP show a strong quantitative advantage in OPT time.

4.4. Image Inpainting

Image inpainting (IP) is another common IR task: a clean image $x$ is contaminated by a binary mask $m \in \{0, 1\}^{H \times W}$ such that $y = x \odot m$ where $\odot$ denotes the Hadamard pointwise product, and the purpose of IP is to find the missing pixels and eventually restore $x$ given $y$ and $m$. Hence, we turn the optimization function Eq. (5) into:

$$\min_{z, \theta, \mathcal{BN}} \|y - G_\theta(z)\odot m\| + \lambda \text{TV}(G_\theta(z)).$$

In this task, for DRP-DD and DRP-DIP, we set the learning rate as 0.05 and $\lambda$ as 0.01. Furthermore, we find that adding small perturbations $\varepsilon$ to the network weights in each iterative process can help improve the restoration quality for our method (DIP [29] adds a small perturbation to the input...
seed \( z \). In our experiments, the \( \varepsilon \) is taken from a Gaussian distribution \( N(0, 10^{-3}) \). For DD and DIP, we simply adopt their original settings including the network architecture and hyper-parameters.

We first experiment with our methods for text removal where a clean image is overlaid with some marks and texts, and the goal is to restore the clean image from it. Fig. 10 shows the qualitative comparison of our methods, DD, and DIP. Visually, one cannot see much difference from these restored images by different models, implying that our methods have similar power to restore high-quality images as that of DD and DIP in the task of image inpainting.

We further show the OPT time advantage of our methods in Fig. 11, Fig. 26, and Fig. 27.

Now, to further investigate the advantages of our methods in terms of OPT time, we conduct image inpainting on the same inpainting dataset used in DIP [29] where the mask \( m \) is generated according to an iid Bernoulli model, with a rate of \( \{10\%, 30\%, 50\% \} \), i.e., 10\%, 30\%, 50\% of pixels not observed in expectation, which we term them as the problem of IP-10\%, IP-30\%, IP-50\%, respectively. Based on our empirical observation, the PSNR of these experimental models (ours, DD, and DIP) keep increasing, thus, instead of running them for a fixed number of iterations as what we have done in Sec. 4.2 and Sec. 4.3, we here run all models under a controlled OPT time (e.g., in our experiments, we cap the OPT time to be 300 seconds) and then report the change of its restoration quality in terms of its corresponding OPT time in second. The quantitative comparisons of IP-10\% are shown in Fig. 11 (we provide the results of IP-30\% and IP-50\% in Appendix G). Although DD and DIP eventually may catch up with our methods in terms of getting similar PSNR, our methods demonstrate strong advantages over DD and DIP regarding the optimization speed, especially if one zooms into the comparisons in the first 30 second.

4.5. Early-Stopping for Deep Random Projector

We demonstrate that our methods can achieve peak performance significantly more quickly than DIP in Sec. 4.2, Sec. 4.3, and Sec. 4.4. Simultaneously, we also observe that our methods exhibit similar overfitting issues as DIP. Here, we investigate whether the existing early-stopping methods for DIP could be incorporated into our methods for combating overfitting. Among recent early-stopping methods [16, 30], we use ES-WMV [30], a lightweight and effective early-stopping method for DIP, for experimental purpose. We focus on image denoising and adopt the exact same settings in Sec. 4.2. For ES-WMV [30], we set its patience number as 300 and its window size as 50. We also follow the evaluation pipeline of ES-WMV [30] and report the PSNR gap in Fig. 12. One can observe that in most of the cases, the detection PSNR gap is less than 1 dB, implying that ES-WMV [30] is quite effective for our methods without any modifications.

4.6. Comparison with MetaDIP and DGP

Here we compare our methods, which operate in the complete absence of training data, with MetaDIP [34] and (DGP) [21], of which the performance heavily relies on exterior training images. In particular, for MetaDIP [34], we set the inner loop iterations to 20 and 50, respectively, and name them MetaDIP-20 and MetaDIP-50 accordingly. We also follow the training settings in [34] that we use 128 × 128 center-cropped images from the CelebA [18] for training. The meta-initializations are trained for 150,000 outer loop iterations with the center-cropped CelebA and additive Gaussian noise at \( \sigma = 25 \). After that, we test DIP, MetaDIP20, MetaDIP50, and our method (DRP-DIP) on CelebA [18] and CBSD68 [19] with low- and high-level
Gaussian noise and report the mean peak PSNR and the corresponding OPT time in Tab. 2. One can observe that although DIP with meta-learning has access to large-scale datasets, it does not help much in either boosting restoration quality or reducing optimization time; and our DRP-DIP achieves the best performance in this setting.

For DGP [21], we compare our method with it on image inpainting. To investigate and compare the generality of both methods, we test images outside of ImageNet, on which the DGP pretrained GAN has been trained, and use the 128 × 128 center-cropped images from the CelebA-HQ [14] with the generated random binary mask as Sec. 4.4. Following the similar evaluation pipeline in Sec. 4.4, we adopt 3 different time-checkpoints (1/10/100 seconds) and reported the averaged PSNR in Tab. 3. One can observe that: 1) the DGP cannot generate restorations with high PSNR, probably it suffers from the data distribution shift; 2) our DRP-DIP obtains a reasonable PSNR very quickly (in just 1 second) and consistently outperforms DIP and DGP in other time checkpoints, suggesting the superiority of our methods.

Table 2. The comparison of DIP, metaDIP, and DRP-DIP for image denoising. We report results in the form: mean PSNR (OPT time). Higher mean PSNRs are in red and less OPT time is in blue.

Table 3. The comparison of DIP, DGP, and DRP-DIP for image inpainting. The averaged PSNR is reported.
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