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Figure 1. Taking egocentric video (a) as input, our approach first predicts head pose (b); it then estimates multiple plausible full-body
human motions (c) from the predicted head pose. This motion sequence shows a human kicking and jumping in place. Please refer to the
supplementary video on our project page for a complete motion sequence visualization.

Abstract
Estimating 3D human motion from an egocentric video

sequence plays a critical role in human behavior understand-
ing and has various applications in VR/AR. However, naively
learning a mapping between egocentric videos and human
motions is challenging, because the user’s body is often un-
observed by the front-facing camera placed on the head of
the user. In addition, collecting large-scale, high-quality
datasets with paired egocentric videos and 3D human mo-
tions requires accurate motion capture devices, which often
limit the variety of scenes in the videos to lab-like environ-
ments. To eliminate the need for paired egocentric video and
human motions, we propose a new method, Ego-Body Pose
Estimation via Ego-Head Pose Estimation (EgoEgo), which
decomposes the problem into two stages, connected by the
head motion as an intermediate representation. EgoEgo first
integrates SLAM and a learning approach to estimate accu-
rate head motion. Subsequently, leveraging the estimated
head pose as input, EgoEgo utilizes conditional diffusion

† indicates equal contribution.

to generate multiple plausible full-body motions. This dis-
entanglement of head and body pose eliminates the need
for training datasets with paired egocentric videos and 3D
human motion, enabling us to leverage large-scale egocen-
tric video datasets and motion capture datasets separately.
Moreover, for systematic benchmarking, we develop a syn-
thetic dataset, AMASS-Replica-Ego-Syn (ARES), with paired
egocentric videos and human motion. On both ARES and
real data, our EgoEgo model performs significantly better
than the current state-of-the-art methods.

1. Introduction
Estimating 3D human motion from an egocentric video,

which records the environment viewed from the first-person
perspective with a front-facing monocular camera, is criti-
cal to applications in VR/AR. However, naively learning a
mapping between egocentric videos and full-body human
motions is challenging for two reasons. First, modeling
this complex relationship is difficult; unlike reconstruction
motion from third-person videos, the human body is often
out of view of an egocentric video. Second, learning this
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mapping requires a large-scale, diverse dataset containing
paired egocentric videos and the corresponding 3D human
poses. Creating such a dataset requires meticulous instru-
mentation for data acquisition, and unfortunately, such a
dataset does not currently exist. As such, existing works
have only worked on small-scale datasets with limited mo-
tion and scene diversity [22, 47, 48].

We introduce a generalized and robust method, EgoEgo,
to estimate full-body human motions from only egocentric
video for diverse scenarios. Our key idea is to use head
motion as an intermediate representation to decompose the
problem into two stages: head motion estimation from the
input egocentric video and full-body motion estimation from
the estimated head motion. For most day-to-day activities,
humans have an extraordinary ability to stabilize the head
such that it aligns with the center of mass of the body [13],
which makes head motion an excellent feature for full-body
motion estimation. More importantly, the decomposition of
our method removes the need to learn from paired egocentric
videos and human poses, enabling learning from a combina-
tion of large-scale, single-modality datasets (e.g., datasets
with egocentric videos or 3D human poses only), which are
commonly and readily available.

The first stage, estimating the head pose from an ego-
centric video, resembles the localization problem. However,
directly applying the state-of-the-art monocular SLAM meth-
ods [33] yields unsatisfactory results, due to the unknown
gravity direction and the scaling difference between the es-
timated space and the real 3D world. We propose a hybrid
solution that leverages SLAM and learned transformer-based
models to achieve significantly more accurate head motion
estimation from egocentric video. In the second stage, we
generate the full-body motion based on a diffusion model
conditioned on the predicted head pose. Finally, to evaluate
our method and train other baselines, we build a large-scale
synthetic dataset with paired egocentric videos and 3D hu-
man motions, which can also be useful for future work on
visuomotor skill learning and sim-to-real transfer.

Our work makes four main contributions. First, we pro-
pose a decomposition paradigm, EgoEgo, to decouple the
problem of motion estimation from egocentric video into
two stages: ego-head pose estimation, and ego-body pose
estimation conditioned on the head pose. The decomposi-
tion lets us learn each component separately, eliminating
the need for a large-scale dataset with two paired modalities.
Second, we develop a hybrid approach for ego-head pose
estimation, integrating the results of monocular SLAM and
learning. Third, we propose a conditional diffusion model
to generate full-body poses conditioned on the head pose.
Finally, we contribute a large-scale synthetic dataset with
both egocentric videos and 3D human motions as a test bed
to benchmark different approaches and showcase that our
method outperforms the baselines by a large margin.

2. Related Work
Motion Estimation from Third-person Video. 3D pose
estimation from images and videos in third-person view has
been extensively studied in recent years. There are mainly
two typical categories in this direction. One is to regress joint
positions directly from images and videos [25, 28, 36, 52].
The other adopts parametric human body model [20] to es-
timate body model parameters from images or videos [3,
12, 15–18, 21]. And recently, learned motion prior is ap-
plied to address the issues of jitters, lack of global trajec-
tory, and missing joints or frames [19, 29, 46]. Moreover,
physical constraints are enforced in motion estimation from
videos [41, 49]. In contrast to third-person videos, where the
full body can be seen, body joints are mostly not visible in
an egocentric video, which poses a significant challenge for
the problem. Although the body joints are unobserved from
egocentric views, the visual information of how the environ-
ment changes provides a strong signal to infer how the head
moves. In this work, we propose to use the head pose as an
intermediate representation to bridge the egocentric video
and full-body motions.

Motion Estimation from Egocentric Video. Growing at-
tention is received in pose estimation from egocentric videos.
Special hardware like the fisheye camera is deployed to
predict full body pose from captured images [9, 35, 38, 42].
While body joints are usually visible in images captured with
a fisheye camera, the distortion of images poses a signifi-
cant challenge. Jiang et al. [8] deploy a standard camera
to a human chest and propose an implicit motion graph
matching approach to predict full body motions from the
input video. You2Me [26] predicts full body motions by
observing the interaction pose of the second-person in the
camera view. Towards a goal of estimating and forecasting
physically plausible motions from a head-mounted camera,
EgoPose [47, 48] develop a Deep-RL framework to learn a
control policy to estimate current poses and forecast future
poses. Follow-up work Kinpoly [22] integrates kinematics
and dynamics to predict physically plausible motions inter-
acting with known objects. While their method achieves
impressive results in their collected dataset, it cannot handle
scenes and motions out of their data distribution. This work
aims to establish a more generalized and robust framework
to infer full-body motions from egocentric video only. To
validate the effectiveness in more generalized scenes and
motions, we also introduce an approach of synthesizing ego-
centric video corresponding to mocap data in diverse 3D
scenes for quantitative evaluation.

Motion Estimation from Sparse Sensors. Instead of esti-
mating motion from videos, some work explored reconstruct-
ing human motions from sparse sensor input. TransPose [45]
proposes a real-time pipeline to predict full body motions
from 6 IMU sensors, including head, torso, left/right arms,
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and left/right lower legs. Follow-up work PIP [44] further
includes a PD controller on top of the kinematic estimator to
introduce physics constraints during reconstruction. TIP [11]
follows the same sensor setting and deploys a transformer-
based model to leverage IMU sequential information effec-
tively. Fewer sensors are investigated in LoBSTr [43]. Given
tracker information from 4 joints (head, left/right hands,
torso), they present an RNN-based model to infer lower-
body motions from past upper-body joint signals. Recent
advances [1, 4, 10, 40] further relax the input constraints to
head and hand signals only. In this work, we do not rely on
any observations from inertial sensors. Instead, we aim to
develop a solution with egocentric video input only.

3. Method
Our method, EgoEgo, estimates 3D human motion from a

monocular egocentric video sequence. As shown in Figure 2,
our key idea is to leverage head motion: first estimating head
motion from egocentric video, and then estimating full body
motion from head motion. We show that head motion is
an excellent feature for full-body motion estimation and a
compact, intermediate representation that reduces the chal-
lenge into two much simpler sub-problems. Such a disentan-
glement also allows us to leverage a large-scale egocentric
video dataset with head motion (but no full body motion) in
stage one, and a separate 3D human motion dataset (but no
egocentric videos) in stage two.

Notations. We denote full body motion as X ∈ RT×D

and egocentric images captured from a front-facing, head-
mounted camera as I ∈ RT×h×w×3, where T is the se-
quence length, D is the dimension of the pose state, and
h × w is the size of an image. We introduce head motion
H ∈ RT×D′

as an intermediate representation to bridge the
input egocentric video and the output human motions, where
D′ is the dimension of the head pose.

3.1. Head Pose Estimation from Egocentric Video

Estimating the head motion from an egocentric video can
be viewed as a camera localization problem. However, we
observed three issues that prevent us from directly applying
the state-of-the-art monocular SLAM method [33] to our
problem. First, the gravity direction of the estimated head
pose is unknown. Thus, the results cannot be directly fed to
the full-body motion estimator, since it expects the head pose
expressed in a coordinate frame where the gravity direction is
[0, 0,−1]T . Second, the estimated translation by monocular
SLAM is not to scale when compared with the distance in
the real world. Third, monocular SLAM tends to be less
accurate in estimating relative head rotation than translation.

Based on these observations, we propose a hybrid method
that leverages SLAM and learned models to achieve more ac-
curate head pose estimation than the state-of-the-art SLAM

alone. First, we develop a transformer-based model Gravi-
tyNet to estimate the gravity direction from the rotation and
the translation trajectories computed by SLAM. We rotate
the SLAM translation by aligning the estimated gravity di-
rection with the real gravity direction [0, 0,−1]T in the 3D
world. Moreover, from the optical flow features extracted
from the egocentric video, our method learns a model, Head-
Net, to estimate head rotations and translation distance. The
predicted translation distance of HeadNet is used to re-scale
the translation estimated by SLAM. The predicted head ro-
tation by HeadNet is directly used to replace the rotation
estimated by SLAM. Figure 2 summarizes our process to
generate head poses.

Monocular SLAM. We adopt DROID-SLAM [33] to es-
timate camera trajectory from egocentric videos. DROID-
SLAM [33] is a learning-based method to estimate camera
pose trajectory and reconstruct the 3D map of the environ-
ment simultaneously. By a design of recurrent iterative up-
dates to camera pose and depth, it showcases superior and
more robust results compared to prior SLAM systems [2].
For more details, please refer to [33].

Gravity Direction Estimation. We introduce GravityNet
to predict gravity direction g ∈ R3 from a sequence of head
poses ĥ1, ĥ2, ..., ĥT . The gravity direction g is represented
by a unit vector. The head poses input ĥt consists of a 3D
head translation, a head rotation represented by a continu-
ous 6D rotation vector [53], head translation difference, and
head rotation difference computed by O−1

t−1Ot where Ot

denotes the head rotation matrix at time step t. We adopt a
transformer-based architecture [37] consisting of two self-
attention blocks, each of which has a multi-head attention
layer followed by a position-wise feed-forward layer. We
take the first output of the transformer and feed it to an
MLP to predict the gravity direction g. We train our Gravi-
tyNet on the large-scale motion capture dataset AMASS [23].
However, the motion sequences in AMASS have the correct
gravity direction gc = [0, 0,−1]T . To emulate the distri-
bution of the predicted head poses from monocular SLAM,
we apply a random scale and a random rotation to the head
poses in each AMASS sequence to generate our training data
for gravity estimation. L1 loss for the gravity vector is used
during training. Based on the prediction of GravityNet, we
compute the rotation matrix Rg to align the prediction g and
gc. Then we apply Rg to the SLAM translation denoted as
P̂1, P̂2, ..., P̂T and get P1,P2, ...,PT , where Pt = RgP̂t.

Head Pose Estimation. We propose HeadNet to pre-
dict a sequence of distance d1, d2, ..., dT and head rota-
tions R1, ...,RT from a sequence of optical flow features
o1, ...,oT . The optical flow features are extracted by a pre-
trained ResNet-18 [6]. We deploy the same model archi-
tecture as GravityNet. Since the scale from the monoc-
ular SLAM system may not be consistent with the real
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Figure 2. Overview of EgoEgo. The model first takes an egocentric video as input and predicts the head pose with a hybrid approach that
combines monocular SLAM and the learned GravityNet and HeadNet. The predicted head pose is then fed to a conditional diffusion model
to generate the full-body pose.
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Figure 3. Model architecture of the denoising network in a single
step of the reverse diffusion process.

3D world where human moves, we use HeadNet to pre-
dict the vector norm of the translation difference between
consecutive time steps denoted as d1, ..., dT , where dt repre-
sents a scalar value. For each camera translation sequence
produced by monocular SLAM and rotated by aligning
gravity direction, given the camera translation trajectory
P ∈ RT×3, we calculate the distance dst between Pt and
Pt+1 as dst = ||Pt+1 − Pt||2. We take the mean value for
the sequence of distances as ds = 1

T

∑T
t=1 d

s
t . Similarly,

we compute the mean of the predicted distance sequence
d = 1

T

∑T
t=1 dt. The scale is calculated as s = d

ds . We
multiply scale s to the predicted translation P and use sP
as our global head translation results.

The network also predicts the head angular velocity,
ω1, ...,ωT , in the head frame. We integrate predicted angu-
lar velocity to generate corresponding rotations R1, ...,RT .

During inference, we assume that the first head orientation
is given and integrate the predicted head angular velocity to
estimate the subsequent head orientations.

The training loss of the HeadNet is defined as: L =
Ldist+Lvel+Lrot. Ldist represents the L1 loss for transla-
tion distance. Lvel represents the L1 loss for angular veloc-
ity. Lrot denotes the rotation loss Lrot = ||RpredR

T
gt−I||1

where Rpred represents the integrated rotation using pre-
dicted angular velocity, Rgt represents the ground truth rota-
tion matrix and I represents the identity matrix.

3.2. Full-Body Pose Estimation from Head Pose

Predicting full-body pose from head pose is not a one-to-
one mapping problem as different full-body motions may
have the same head pose. Thus, we formulate the task using a
conditional generative model. Inspired by the recent success
of the diffusion model in image generation [30], we deploy
a diffusion model to generate full-body poses conditioned
on head poses. We use the formulation proposed in the
denoising diffusion probabilistic model (DDPM) [7], which
has also been applied in some concurrent work [14, 34, 50]
for motion generation and motion interpolation tasks. We
will first introduce our data representation and then detail
the conditional diffusion model formulation.

A body pose Xt ∈ RD at time t consists of the global
joint position (RJ×3) and global joint rotations (RJ×6). We
adopt the widely used SMPL model [20] as our skeleton, and
the number of joints J is 22. For the convenience of notation
in the diffusion model, we use xn to denote a sequence of
body poses Xn

1 ,X
n
2 , ...,X

n
T at noise level n.

The high-level idea of the diffusion model is to design
a forward diffusion process to add Gaussian noises to the
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original data with a known variance schedule and learn a de-
noising model to gradually denoise N steps given a sampled
xN from a normal distribution to generate x0.

Specifically, diffusion models consist of a forward diffu-
sion process and a reverse diffusion process. The forward
diffusion process gradually adds Gaussian noise to the origi-
nal data x0. And it is formulated using a Markov chain of
N steps as shown in Equation 1:

q(x1:N |x0) :=

N∏
n=1

q(xn|xn−1). (1)

Each step is decided by a variance schedule using βn and is
defined as

q(xn|xn−1) := N (xn;
√
1− βnxn−1, βnI). (2)

To generate full-body motion conditioned on the head pose,
we need to reverse the diffusion process. The reverse process
can be approximated as a Markov chain with a learned mean
and fixed variance:

pθ(xn−1|xn, c) := N (xn−1;µθ(xn, n, c), σ
2
nI). (3)

where θ represents the parameters of a neural network, c is
the head conditions. The learned mean µθ(xn, n, c) (we use
µθ in the equation for brevity) can be represented as follows
where αn and ᾱn are fixed parameters, x̂θ(xn, n, c) is the
prediction of x0:

µθ =

√
αn(1− ᾱn−1)xn +

√
ᾱn−1(1− αn)x̂θ(xn, n, c)

1− ᾱn
(4)

Learning the mean can be reparameterized as learning to
predict the original data x0. The training loss is defined as a
reconstruction loss of x0:

L = Ex0,n||x̂θ(xn, n, c)− x0||1 (5)

As shown in Figure 3, in denoising step n, we concatenate
head pose condition c1, ..., cT with body pose representation
Xn

1 , ...,X
n
T at noise level n, combined with noise embed-

ding as input to a transformer model, and estimate x0.

3.3. Synthetic Data Generation

Our method does not need paired training data. Still,
for benchmarking purposes, we develop a way to automat-
ically synthesize a large-scale dataset with various paired
egocentric videos and human motions.

Generate Motions in 3D Scenes. To generate a dataset
with both egocentric video and ground truth human motions,
we use a large-scale motion capture dataset AMASS [23]
and a 3D scene dataset Replica [31]. We convert the scene
mesh from Replica to the signed distance field (SDF) for
the penetration calculation. We divide each sequence of

AMASS [23] into sub-sequences with 150 frames. For each
sub-sequence, based on the semantic annotation provided by
Replica [31], we place the first pose in a random location
with the feet in contact with the floor. Then we calculate
penetration loss following Wang et al. [39] for each pose in
this sequence. We empirically set the threshold to 2 and only
keep the poses with penetration loss less than the threshold.
Specifically, for human mesh Mt at time t represented by
a parameterized human model [20, 27], we denote di as the
signed distance of vertex i. The penetration loss is then
defined as Lt

pen =
∑

di<0 ||di||.
Synthesize Realistic Egocentric Images. The motion se-
quences produced by detecting penetration with 3D scenes
provide the camera pose trajectories to render synthetic ego-
centric videos. AI Habitat [24,32] is a platform for embodied
agent research that supports fast rendering given a camera
trajectory and a 3D scene. We feed the head pose trajecto-
ries to the platform and synthesize realistic images in the
egocentric view. We generate 1,664,616 frames with 30 fps,
approximately 15 hours of motion in 18 scenes. We name
the synthetic dataset AMASS-Replica-Ego-Syn (ARES) and
show some examples from our synthetic dataset in Figure 4.

4. Experiments
We evaluate and compare our method to baselines on five

commonly used metrics for human motion reconstruction, in
addition to the human perception studies. We also conduct
ablation studies to analyze the performance of each stage of
our method, as well as the design choices in our model.

4.1. Datasets and Evaluation Metrics

AMASS-Replica-Ego-Syn (ARES) is our synthetic dataset
which contains synthetic egocentric videos and ground truth
motions. ARES contains about 15 hours of motion across 18
scenes. We remove 5 scenes from training as unseen scenes.
The training dataset consists of about 1.2M frames in 13
different scenes. The testing dataset contains 34, 850 frames
from 5 unseen scenes.
AMASS [23] is a large-scale motion capture dataset with
about 45 hours of diverse motions. We split training and
testing data following HuMoR [29].
Kinpoly-MoCap [22] consists of egocentric videos captured
using a head-mounted camera and corresponding 3D motions
captured with motion capture devices. The total motion is
about 80 minutes long. Since it uses motion capture devices,
the egocentric video is constrained to a single lab scene.
Kinpoly-RealWorld [22] contains paired egocentric videos
and head poses captured using iPhone ARKit. Unlike
Kinpoly-MoCap which is captured in a lab scene, Kinpoly-
RealWorld provides in-the-wild egocentric videos.
GIMO [51] consists of egocentric video, eye gaze, 3D mo-
tions, and scanned 3D scenes. This dataset is collected using
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Figure 4. Illustration of our ARES Dataset. “Ego-View” represents the synthetic egocentric images using our proposed data generation
pipeline. We also provide a third-person view reference in the second row. The left and right show two sequences from different scenes.

ARES Kinpoly-MoCap [22] GIMO [51]

Method Ohead Thead MPJPE Accel FS Ohead Thead MPJPE Accel FS Ohead Thead MPJPE Accel FS

PoseReg [48] 0.77 354.7 147.7 127.6 87.1 1.05 1943.9 160.4 61.8 10.8 1.51 1528.6 189.3 71.5 14.2
Kinpoly-OF [22] 0.62 323.4 141.6 7.3 4.2 1.33 2475.5 230.5 16.4 15.8 1.52 1739.3 404.2 21.9 14.4
EgoEgo (ours) 0.20 148.0 121.1 6.2 2.7 0.58 505.1 125.9 8.0 1.6 0.67 356.8 152.1 10.4 1.9

Table 1. Full-body motion estimation from egocentric video on ARES, Kinpoly-MoCap [22], and GIMO [51].

Hololens, iPhone 12, and IMU-based motion capture suits
to study motion prediction tasks guided by eye gaze. We use
15 scenes for training and 4 scenes for testing.

Evaluation Metrics.
• Head Orientation Error (Ohead) computes the Frobe-

nius norm of the difference between the 3× 3 rotation
matrix ||RpredR

−1
gt − I||2, where Rpred is the pre-

dicted head rotation matrix and Rgt is the ground truth
head rotation matrix.

• Head Translation Error (Thead) is computed by tak-
ing the mean Euclidean distance of two trajectories. We
use this metric to measure the head joint translation
errors in millimeters (mm).

• MPJPE represents mean per-joint position errors in
millimeters (mm).

• Accel represents the difference of acceleration between
predicted joint positions and ground truth joint positions
measured in

(
mm/s2

)
.

• FS represents foot skating metric and is computed fol-
lowing NeMF [5]. Specifically, we first project the toe
and ankle joints’ velocity to the xy plane and compute
the L1 norm of the projected velocities in each step
denoted as vt. We only accumulate the horizontal trans-
lation for those steps that have a height ht lower than
a specified threshold H . And the metric is calculated
as a mean of weighted values vt(2 − 2

ht
H ) across the

sequence and is measured in (mm).

4.2. Body Pose Estimation from Egocentric Video
Training Data. We train our HeadNet using paired ego-
centric videos and head poses provided by ARES, Kinply-
RealWorld, and GIMO. Note that the body motion in these
datasets is not used for training HeadNet. Our GravityNet

and the conditional diffusion model are both trained on
AMASS. For the baselines below, we train them using paired
egocentric videos and ground truth motions in ARES.

Baselines. We compare our approach with two baselines
PoseReg [48] and Kinpoly [22]. PoseReg [48] takes a se-
quence of optical flow features as input and uses an LSTM
model to predict the pose state at each time step. The pose
state consists of root translation, root orientation, joint ro-
tations, and corresponding velocities including root linear
velocity and angular velocities of all the joints. Kinpoly-
OF [22] proposes a per-step regression model to estimate
full body motion from optical flow features. Because our
problem only allows for egocentric video as input, we choose
the option of Kinpoly which only has optical flow features as
input, without relying on ground truth head poses and action
labels that depend on additional knowledge.

Results. We compare the complete pipeline of EgoEgo
with baseline methods PoseReg [48] and Kinpoly-OF [22]
on ARES, Kinpoly-MoCap [22] and GIMO [51], as shown
in Table 1. We show that our EgoEgo outperforms all the
baselines by a large margin on all three datasets. We show
qualitative results in Figure 5. Our generated motions better
preserve the root trajectories. And our approach can also
generate more dynamic and realistic motions compared to
the baselines.

4.3. Head Pose Estimation from Egocentric Video
Baselines. We compare our hybrid approach with the pre-
diction results of DROID-SLAM [33]. For a fair comparison,
we apply a rotation to the SLAM trajectory by aligning the
first predicted head pose of SLAM with the ground truth head
pose. We train our GravityNet on AMASS training split. As
for HeadNet, we train on ARES, Kinpoly-RealWorld, and
GIMO separately for the evaluation of different datasets.
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Figure 5. Qualitative results comparisons. We show the results of two egocentric videos from different scenes.

Results. We evaluate the head pose estimation on the three
datasets as shown in Table 2. We show more accurate head
rotation prediction results on ARES and comparable results
on real-captured data. As the real-captured data is limited in
scale (Kinpoly-RealWorld contains 20 minutes of training
videos and GIMO contains 30 minutes of training videos),
we believe the head rotation prediction can be further im-
proved by future developments of large-scale real-captured
datasets with head poses. Overall, our hybrid approach com-
bines the accurate rotation prediction from HeadNet and
re-scaled translation of gravity-aligned SLAM results, and
produces more accurate head pose estimation results as input
to the second stage.

4.4. Body Pose Estimation from the Head Pose
Baselines. We compare our conditional diffusion model
for full-body pose estimation with two baselines Avatar-
Poser [10] and Kinpoly-Head [22]. AvatarPoser [10] takes
both head and hand pose as input to predict full body motion.

DROID-SLAM [33] Ours

Ohead Thead Ohead Thead

ARES 0.62 411.3 0.23 176.5
Kinpoly-MoCap 0.55 1290.8 0.58 487.8
GIMO 0.67 865.4 0.68 304.7

Table 2. Head pose estimation on test sets.

We remove the hand poses from the input and modified it to
a setting with head pose input only. Kinpoly-Head [22] is
our modified variant of the Kinpoly model that only takes
the head pose as input. Both the baselines and our method
are trained on the training split of AMASS with high-quality
motion capture data.

Results. We evaluate the baselines and our method on the
AMASS test set, as shown in Table 3. Since our model is
generative, there are multiple plausible predictions from the
same head pose input. For a quantitative comparison, we
generate 200 samples for each head pose input and use the
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Method Ohead Thead MPJPE Accel FS

AvatarPoser [10] 0.19 28.6 124.7 16.1 18.8
Kinpoly-Head [22] 0.19 87.8 110.9 11.4 11.2
Diffusion Model (ours) 0.04 36.7 109.0 10.5 4.4

Table 3. Full-body motion estimation from GT head pose on
AMASS testing dataset [22].

ARES Kinpoly-MoCap GIMO

Ohead Thead Ohead Thead Ohead Thead

SLAM 0.62 411.33 0.55 1290.82 0.67 865.41
SLAM+S 0.62 325.95 0.55 643.45 0.67 569.48
SLAM+S+G 0.62 176.54 0.55 487.77 0.67 304.74
Full model 0.23 176.54 0.58 487.77 0.68 304.74

Table 4. Ablation study for the components in head pose estimation.
S represents the scale predicted by HeadNet, and G represents
GravityNet.

one with the smallest MPJPE as our result.

4.5. Ablation Studies
Effects of Components in Head Pose Estimation. We
study the effects of each component in head pose estimation
in Table 4. We showcase that the rotation for aligning gravity
direction and the learned scale are both effective to improve
head translation results.

Effects of Head Pose in Full-Body Pose Estimation. We
compare the full-body pose estimation results that take our
predicted head poses and the ground truth head poses as
input. Table 5 shows that the ground truth head poses sig-
nificantly improve the full body pose estimation, indicating
that by developing methods that predict more accurate head
pose, the full body pose estimation can be further improved.

4.6. Human Perceptual Study

We also conduct two human perceptual studies as part
of the evaluation. The first is to evaluate the quality of pre-
dicted full-body motion from egocentric video, the second is
to evaluate the quality of predicted full-body motion from
ground truth head poses. In both studies, we compare four
types of motion: results from our EgoEgo and from two
baselines, as well as the ground truth. For the first human
study, each time, users are presented with two motions and
an egocentric video, and asked to select which one is more
plausible. For the second human study, users are presented
with two motions and asked to select which one looks more
natural and realistic. Because there are 10 examples and the
two motions can be from four sources, we have 60 questions
for each study. Each question was answered by 20 Amazon
Mechanical Turk workers.

As shown in Figure 6(a), for full-body estimation from
egocentric video, our results are preferred by 98% and 69%
of workers when compared to the baselines. Also, when

ARES Kinpoly-MoCap GIMO

EE EE w/ GT EE EE w/ GT EE EE w/ GT

Ohead 0.20 0.04 0.58 0.03 0.67 0.06
Thead 148.0 29.1 505.1 60.7 356.8 66.0
MPJPE 121.1 105.6 125.9 76.0 152.1 125.7
Accel 6.2 6.3 8.0 7.2 10.4 10.2
FS 2.7 3.0 1.6 2.5 1.9 1.7

Table 5. Ablation study for the effects of head pose to full-body
pose estimation. EE represents EgoEgo. GT represents ground
truth head poses.
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Figure 6. Results of human perceptual studies. The numbers shown
in the chart represent %.

compared with the ground truth, 34% of the responses prefer
our results (note that a perfect output would achieve 50%),
suggesting that people cannot easily distinguish our results
from ground truth motions. As shown in Figure 6(b), for full-
body estimation from head poses, our results are preferred by
88% and 79% of workers when compared to the baselines.

5. Conclusion

We presented a generalized framework to estimate full-
body motions from egocentric video. The key is to decom-
pose the problem into two stages. We predicted the head
pose from an egocentric video and fed the output from the
first stage to estimate full-body motions in the second stage.
In addition, we developed a hybrid solution to produce more
accurate head poses on top of monocular SLAM. We also
proposed a conditional diffusion model to generate diverse
high-quality full-body motions from predicted head poses.
To benchmark different methods in a large-scale dataset, we
proposed a data generation pipeline to synthesize a large-
scale dataset with paired egocentric videos and 3D human
motions. We showcased superior results on both the syn-
thetic and the real-captured dataset compared to prior work.
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