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Abstract
We develop a generalized 3D shape generation prior

model, tailored for multiple 3D tasks including uncondi-
tional shape generation, point cloud completion, and cross-
modality shape generation, etc. On one hand, to pre-
cisely capture local fine detailed shape information, a vec-
tor quantized variational autoencoder (VQ-VAE) is utilized
to index local geometry from a compactly learned code-
book based on a broad set of task training data. On the
other hand, a discrete diffusion generator is introduced to
model the inherent structural dependencies among different
tokens. In the meantime, a multi-frequency fusion module
(MFM) is developed to suppress high-frequency shape fea-
ture fluctuations, guided by multi-frequency contextual in-
formation. The above designs jointly equip our proposed
3D shape prior model with high-fidelity, diverse features
as well as the capability of cross-modality alignment, and
extensive experiments have demonstrated superior perfor-
mances on various 3D shape generation tasks.

1. Introduction
While pre-trained 2D prior models [24, 43] have shown

great power in various downstream vision tasks such as im-
age classification, editing and cross-modality generation,
etc., their counterpart 3D prior models which are gener-
ally beneficial for three-dimensional shape generation tasks
have NOT been well developed, unfortunately. On the
contrary, the graphics community has developed a num-
ber of task-specific pre-trained models, tailored for unary
tasks such as 3D shape generation [22, 31, 60], points
cloud completion [62, 66, 67] and conditional shape pre-
diction [14, 30, 34, 54]. Since above individual 3D gen-
erative representations do NOT share common knowledge
among tasks, to migrate a trained 3D shape network from
one task to another related one requires troublesome end-to-
end model re-work and training resources are also wasted.
For instance, a good shape encoding of “chairs” based on a
general prior 3D model could benefit shape completion of a
given partial chair and text-guided novel chair generation.

†Corresponding author: Bingbing Ni.

Figure 1. Our shape generation model is a unified and efficient
prior model to produce high-fidelity, diverse results on multiple
tasks, while most previous approaches are task-specific.

This work aims at designing a unified 3D shape gener-
ative prior model, which serves as a generalized backbone
for multiple downstream tasks, i.e., with few requirements
for painstaking adaptation of the prior model itself. Such a
general 3D prior model should possess the following good
properties. On one hand, it should be expressive enough
to generate high-fidelity shape generation results with fine-
grained local details. On the other hand, this general prior
should cover a large probabilistic support region so that it
could sample diverse shape prototypes in both conditional
and unconditional generation tasks. Moreover, to well sup-
port cross-modal generation, e.g., text-to-shape, the sam-
pled representation from the prior model should achieve
good semantic consistency between different modalities,
making it easy to encode and match partial shapes, images
and text prompts.

The above criteria, however, are rarely satisfied by exist-
ing 3D shape modeling approaches. Encoder-decoder based
structures [62, 66] usually focus on dedicated tasks and fail
to capture diverse shape samples because the generation
process mostly relies on features sampled from determinis-
tic encoders. On the contrary, probabilistic models such as
GAN [29, 48], Flow [60] and diffusion models [22, 31, 67],
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cannot either adapt to multiple tasks flexibly or generate
high-quality shapes without artifacts [64]. Note that re-
cent models such as AutoSDF [34] and Lion [64] explore
multiple conditional generative frameworks. However, Au-
toSDF [34] is defective in diversity and shows mode col-
lapse in unconditional and text-guided generation, while
training and inference of Lion [64] are costly.

In view of above limitations, this work proposes
an efficient 3D-Disassemble-Quantization-and-Diffusion
(3DQD) prior model to simultaneously address above chal-
lenges in 3D shape generation: high-fidelity, diversity, and
good cross-modality alignment ability, as shown in Fig. 1.
This 3DQD prior is a unified, probabilistic and powerful
backbone for both unconditional shape generation and mul-
tiple conditional shape completion applications. On one
hand, instead of using holistic codes for whole-shape, we
adopt a vector quantized variational autoencoder [52] (VQ-
VAE) that learns a compact representation for disassembled
local parts of the shape, which is expected to well repre-
sent diverse types of local geometry information out of a
broad set of training shapes from shared tasks, forming a
generalized part-level codebook. Note that this disassem-
bled and quantized representation effectively eliminates the
intrinsic structural bias between different modalities, and
thus is able to perform good cross-modality data alignment
on conditional generation tasks. On the other hand, a dis-
crete diffusion generator [4, 16] with reverse Markov chain
is introduced to model the inherent semantic dependen-
cies among geometric tokens. Namely, the forward process
corrupts the latent variables with progressively increasing
noise, transferring parts of variables into random or masked
ones; and the reverse process gradually recovers the vari-
ables towards the desired data distribution by learning the
structural connections among geometry tokens. It is worth
mentioning that random corruption in the forward process
facilitates diverse samples, while discrete embedding re-
sults in a dramatic cost-down in computational budget, with
stable and iterative sampling. Furthermore, during shape
generation we introduce Multi-frequency Fusion Module
(MFM) to suppress high-frequency outliers, encouraging
smoother and high-fidelity samples.

Comprehensive and various downstream experiments
on shape generation tasks demonstrate that the proposed
3DQD prior is capable of helping synthesize high-fidelity,
diverse shapes efficiently, outperforming multiple state-of-
the-art methods. Furthermore, our 3DQD prior model can
serve as a generalized backbone with highly competitive
samples for extended applications and cross-domain tasks
requiring NO or little tuning.

2. Related Works
Diffusion models. Recently, the denoising diffusion prob-
abilistic model (DDPM), has attracted great attention in the
community [18, 35, 43], which utilizes a Markov chain to

convert the noise distribution to the data distribution. Mod-
els under this family have achieved strong results on im-
age generation [3, 12, 18, 19, 36, 44] and multiple condi-
tional generation tasks [9, 11, 33, 37, 43, 45, 46]. Mean-
while, other researchers investigated the discrete diffusion
models. Argmax Flow [21] first introduces a diffusion
model directly defined on discrete categorical variables,
while D3PM [4] generalizes it by going beyond corrup-
tion processes with uniform transition probabilities. VQ-
Diffusion [16,50] encodes images into discrete feature maps
to train the diffusion, presenting comparable results in text-
to-image synthesis with the state-of-the-art models [35,41].
3D Shape generation. Traditional shape generation meth-
ods [15, 29, 61] mitigate generation process by mapping a
primitive matrix to a point cloud with transformation. Some
recent works [5, 31, 60, 67] consider point clouds as sam-
ples from a distribution by different probabilistic models.
Almost all of them cannot cope with conditional input and
multi-modality data. Some conditional works [10, 51, 62,
63, 65, 66] focus on completing full shapes from partial in-
puts on point clouds with task-specific architectures to en-
code inputs and decode the global features. Others explore
single-view reconstruction [32, 47, 54–57] and text-driven
generation [8, 14, 30, 34] to learn a joint condition-shape
distribution with deterministic process. However, most con-
ditional generation methods fail in capturing the multiple
output modes [34] and adapting to various tasks.

Most related to our work, PVD [67] and Lion [64] both
use a diffusion model for diverse generation. Their models
work on latent embedding space, leading to either difficulty
in multi-modality applications (i.e., denosing) [64] or time-
consuming training and inference. Inspired by discrete ap-
proaches [13], we introduce VQ-VAE [52] to learn a com-
pact representation, followed by a discrete diffusion gen-
erator, to reduce computational overhead and align cross-
domain data. Our model is a superior and efficient prior
model for shape generation compared with PVD [67] and
Lion [64], and shows more diversity than AutoSDF [34].

3. Methodology
In this section, we introduce in detail of our proposed

general 3D shape prior model (3DQD) for various 3D gen-
eration tasks. The architecture is visualized in Fig. 2. To
begin with, we present our shape encoding scheme based
on part-level discretization using VQ-VAE [52] style meth-
ods, for its advantages in representation compactness and
consistency among different tasks. Then, a novel diffusion
process based prior is developed according to this discrete
part based shape representation with expressive and diver-
sified object structural modeling, forming a good basis for
3D generation downstream applications. Moreover, a novel
multi-frequency fusion module is introduced for enhancing
fine-grained 3D surface modeling.
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Figure 2. Overall framework of our method. VQ-VAE encodes shapes into geometry tokens with compact representation. Then diffusion
generator models the joint distribution of tokens by reversing a forward diffusion process that corrupts the inputs via a Markov chain.

3.1. Discrete Part-based Geometry Encoding
A proper representation (i.e., shape encoding) is essen-

tial for effective shape distribution model design. Previous
coding schemes [31, 67] based on continuous embedding
representation learning suffer from drawbacks of large com-
putational consumption and heavy task dependence, render-
ing difficulty in 3D conditional shape generation, especially
for multi-task settings. While most encoder-based meth-
ods (i.e. Lion [64]) choose to embed shapes into continuous
space via VAE [27], in this work, we propose to circumvent
this drawback by introducing Patch-level VQ-VAE (P-VQ-
VAE) [34, 52] on Truncated-Signed Distance Field [23, 58]
(T-SDF) to learn a compact and efficient representation.
The motivation is obvious. All 3D objects are composed
of geometrically similar local components, and thus a good
local atomic representation can be shared among differ-
ent objects and diverse tasks.Besides, using discrete code-
book to index each local part results in a dramatic cost-
down in searching discrete feature space. As it’s flexible
to encode inter-dependencies between parts, this encoding
scheme provides a compact way for expressing highly di-
verse intrinsic structural variations. Moreover, local atomic
indexing potentially offers unified and well-aligned local
representation among different modalities, e.g. images and
text prompts, which greatly facilitate cross-domain condi-
tional shape generation.

Formally, the proposed P-VQ-VAE consists of an en-
coder E, a decoder D and codebook entries Z ∈ RK×nz ,
which contains a finite number of embedding vectors, where
K is the size of codebook and nz is the dimension of
vectors. Following AutoSDF [34], given a T-SDF input
X ∈ RH×W×D, the whole 3D shape is divided into partial
regions X ′ =

{
x′0, . . . , x′N−1

}
, where x′i ∈ Rh×w×d and

N is the number of regions. Afterwards, each part is vector-
ized by the encoder as zi = E(x′i) ∈ Rnz . Superscript i is
its spatial location. Finally, we obtain a spatial collection of
quantized shape tokens Zq =

{
z0q , . . . , z

N−1
q

}
by a further

quantization step as ziq = V Q(zi) ∈ Rnz , and their cor-

responding codebook indexes S =
{
s0, . . . , sN−1

}
, where

si ∈ {0, . . . ,K − 1}. V Q is a spatial-wise quantizer which
maps partial shape zi into its closest codebook entry in Z .

3.2. 3D Shape Prior: Discrete Diffusion Model
Given the above P-VQ-VAE encoding (i.e., discrete part

geometry tokens Zq ∈ RN×nz and corresponding indexes
S =

{
s0, . . . , sN−1

}
), to build the 3D shape prior is equiv-

alent to modeling the joint probability distribution of all
local shape codes in the latent space. In essence, a sampling
from this prior distribution reveals a certain intrinsic struc-
ture of a 3D shape, by considering the inter-relationship ge-
ometric organization among local shape codes, i.e., how to
spatially combine local parts into various 3D objects. In this
sense, a good prior model, should not only provide a prob-
abilistic support region as wide as possible (i.e. possessing
sufficient shape diversity), but also be general enough to
deal with different downstream 3D shape tasks. For exam-
ple, a chair with 4 legs can be transformed into a chair with
wheels easily by the knowledge learned in generation, with-
out training on target editing tasks.

The joint distribution of partial components and con-
ditions are usually learned with autoregressive models
in previous works, e.g., DALL-E [42], Taming [13],
ShapeFormer [59] and AutoSDF [34], along with se-
quential non-Markov-chain styled generation process:∏N

i=1 pθ(s
i|s1, . . . , si−1). However, this scheme has sev-

eral drawbacks. 1) Error Accumulation: Geometry tokens
are predicted one by one, therefore errors induced in the ear-
lier sampling timesteps will never be corrected and contam-
inate the subsequent generation steps; 2) Un-optimal Gen-
eration Order: Most autoregressive models perform an
unidirectional prediction process, e.g. left-to-right, bottom-
to-top, front-to-back or random orders, which obviously ig-
nores the underlying complex 3D structure; and 3) Lack
of Diversity: Deterministic transformers are usually instan-
tiated as backbones of autoregressive models [34, 59], and
without sufficient randomness injection they easily lean to-
wards mode collapse (e.g., highly similar completion results

16786



given a partial shape), especially in condition-driven tasks.
In view of these limitations, we develop a discrete dif-

fusion generator [16, 50] to iteratively sample in the time
domain with all local part codes updated simultaneously at
each timestep (i.e., instead of sampling each spatial loca-
tion one by one). In this way, diffusion generator is able
to get rid of fixed unidirectional generation and update all
partial geometry with long-range dependencies simultane-
ously, which enhances structural expressivity of the learned
shape distribution. Within this framework, earlier samples
are rechecked multiple times during iterations, reducing the
likelihood of being confused. In addition, random corrup-
tion on shapes in diffusing process also leads to a great di-
versity of generated results. The forward sampling process
for shape generation and the backward sampling process
for training the proposed discrete diffusion model are in-
troduced in detail as follows.

3.2.1 Forward Diffusing Process and Corruption.
The forward diffusion process gradually adds noise to to-
kenized 3D geometric input S0 =

{
s00, . . . , s

N−1
0

}
(su-

perscripts are locations and subscripts are timesteps) via
a Markov chain q(si1:T |si0) =

∏T
t=1 q(s

i
t|sit−1), where

each token is randomly replaced into noisy index si1:T =
si1, s

i
2, . . . , s

i
T . Without introducing confusion, we omit su-

perscripts i in the following description. After T timesteps,
each token in the entire map will be completely corrupted
into sT , i.e., a non-sense index. The learned reverse process
pθ(s0:T ) = p(sT )

∏T
t=1 pθ(st−1|st) gradually removes the

added noise on the random variables st, namely to generate
a 3D shape from random noise.

While continuous diffusion process models [18, 64, 67]
employ Gaussian noise in the forward process; in discrete
diffusion process, we use transition matrices [Qt]i,j =

q(st = j|st−1 = i) characterized by uniform transition
probabilities to describe the corruption from st−1 to st. As
a result, all local part codes can be transformed to any other
shape codes with the same transition probability, producing
complex 3D structure representations. With transition ma-
trix [Qt] and one-hot encoding of st, we define the forward
Markov chain as:

q(st|st−1) = Ψ(st; p = st−1Qt), (1)

where Ψ(st; p) is a categorical distribution over the one-
hot row vector st sampled with probability p, and st−1Qt is
computed by a row vector-matrix product. Accordingly, we
derive the posterior by Markov chain iteratively from s0 as:

q(st|s0) = Ψ(st; p = s0Qt), with Qt = Q1 · · ·Qt, (2)

q(st−1|st, s0) =
q(st|st−1, s0)q(st−1|s0)

q(st|s0)

= Ψ

(
st−1; p =

stQ
⊤
t ⊙ s0Qt−1

s0Qts
⊤
t

)
.

(3)
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Figure 3. Information from detailed shapes and condensed fea-
tures are intra- and inter-communicated in MFM to remove high-
frequency components from uniform noise, where timestep t and
classifier-free guidance are modulated with AdaLayerNorm.

The transition matrix Qt reflects how to spatially re-
organize 3D local primitives and it determines the degree
of freedom in deformation. In order to assist the network
to locate what needs to be fixed quickly, we introduce an
additional special token, [MASK] token [16]. So the code-
book entries are composed of K + 1 states: K geometry
tokens and one [MASK] token. Qt ∈ R(K+1)×(K+1) can be
formulated as:

[Qt] =


αt − K−1

K
βt

βt
K

βt
K

· · · γt
βt
K

αt − K−1
K

βt
βt
K

· · · γt
βt
K

βt
K

αt − K−1
K

βt · · · γt
...

...
...

. . .
...

0 0 0 · · · 1

 ,

(4)
with αt = 1− γt, which means each token has a probabil-

ity of 1 − γt − K−1
K βt to remain unchanged, while with a

probability of βt

K being transited equally into other K − 1
geometry categories and γt into [MASK] state.

3.2.2 Reverse Sampling Process and Model Learning
To recover original 3D grids of tokens from st, we follow
Ho et al. [18] and Hoogeboom et al. [21], and train a denois-
ing transformer Tθ to directly estimate the noise-removed
shape distribution pθ(ŝ0|st). Then the posterior transition
distribution can be obtained with q(st−1|st, s0) as:

pθ(st−1|st) =
∑
ŝ0

q(st−1|st, ŝ0)pθ(ŝ0|st). (5)

The evidence lower bound (ELBO) associated with this
model then decomposes over the discrete timesteps as:

− logpθ(ŝ0) ≤ KL(q(sT |s0)|p(sT ))

+

T∑
t=1

Eq(st|s0)KL(q(st−1|st, s0)|pθ(st−1|st)).
(6)

For the first term of ELBO has no relation with the learn-
able network (p(sT ) is an initial noise distribution), the
common way to minimize ELBO is to optimize the pos-
terior pθ(st−1|st) in terms of Eq. (5). Due to the direct
prediction of neural network is original shapes pθ(ŝ0|st),
we set an auxiliary training objective with the distance of
recovered original shapes apart from the posterior, yielding
the following loss function:
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L = −Eq(s0)q(st|s0)

log pθ(st−1|st)︸ ︷︷ ︸
Lmain

+ λ log pθ(ŝ0|st)︸ ︷︷ ︸
Laux

 , (7)

where λ balances the weight of the auxiliary loss.
Classifier-free Guidance. To trade off between precision
and diversity, Ho & Nichol et al. [20,35] propose classifier-
free guidance, which does not require a separately trained
classifier model. During training, the class label y in diffu-
sion model has a fixed probability (drop out rate p ) to be re-
placed with the empty label ∅. During inference, the model
prediction is thus adjusted in the direction of pθ(ŝ0|st, y)
away from pθ(ŝ0|st, ∅) as:

pθ(ŝ0|st) = (1 + w) · pθ(ŝ0|st, y)− w · pθ(ŝ0|st, ∅), (8)

with w ≥ 0 controlling the guidance scale.
In this work, we also employ classifier-free guidance on

multi-category generation tasks ( e.g., shape completion),
which is proved to enrich diversity of samples without ap-
parently affecting the fidelity. We set drop out rate p = 0.5
and guidance weight w = 0.5.

3.2.3 Multi-frequency Fusion Module
In the meantime, we observe noisy surfaces with outliers
from generated shapes mainly introduced by categorical
corruption in discrete diffusion models. Namely, our cat-
egorical corruption has equal probability to transit a to-
ken into any completely irrelevant shape tokens [4], and it
is hard to recover the correct category of this shape token
without looking into its contextual information, e.g., its ad-
jacent tokens. Note that in continuous diffusion models, the
added Gaussian noise only brings up soft transition which
still preserves part of the original shape information. There-
fore, our transition matrix Qt with uniform noise imports
more high-frequency noise and outliers than Gaussian dif-
fusion [18] and autoregressive model [13, 52].

To remedy this issue, inspired by the observation that
corrupted tokens’ neighbors are still possible to remain un-
changed and provide dependencies, we develop a Multi-
frequency Fusion Module (MFM) which looks into lo-
cal contextual regions and extracts low-frequency compo-
nents by downsampling to suppress high-frequency out-
liers, encouraging smoother and high-fidelity samples. As
shown in Fig. 3, we split the detailed shape token embed-
ding xH explicitly with the condensed features yL from
its neighbors, which is obtained by down-sampling within
its local receptive field. Each component is further sent
into intra- and inter-relationship part: [xH−→H−→L] and
[yL−→L−→H ], respectively, and communication of infor-
mation is realized. Specifically, we employ self-attention
for intra-frequency update, and Pair-wise Fusion Opera-
tor (PFO) for communication between two components.
We examine two ways of communication ( i.e. cross-
attention [7], residual add [17]). Note that residual add

xH + f(xH + P(yL)), (9)

Airplane Chair Car
Method CD↓ EMD↓ CD↓ EMD↓ CD↓ EMD↓
r-GAN [1] 99.84 96.79 83.69 99.70 94.46 99.01
PointFlow [60] 75.68 70.74 62.84 60.57 58.10 56.25
SoftFlow [25] 76.05 65.80 59.21 60.05 64.77 60.09
SetVAE [26] 76.54 67.65 55.84 60.57 59.94 59.94
DPF-Net [28] 75.18 65.55 62.00 58.53 62.35 54.48
DPM [31] 76.42 86.91 60.05 74.77 68.89 79.97
PVD [67] 73.82 64.81 56.26 53.32 54.55 53.83

Ours 56.29 54.78 55.61 52.94 55.75 52.80

Table 1. Generation results on Airplane, Chair, Car categories
from ShapeNet [6] using 1-NN↓ as the metric.

is set as default Pair-wise Fusion Operator in experiment,
where f is fully connected layers, and P means pair-wise
alignment. We employ 3 MFM layers cascaded at the end
of the denoising transformer, as filters to suppress high-
frequency outliers, as validated in experiment.

4. Experiments
In this section, we quantitatively and qualitatively eval-

uate our proposed unified 3DQD prior on three mainstream
3D shape generation tasks. We also discuss how 3DQD is
extended for different relevant applications.

4.1. 3D Shape Generation
Data and evaluation. We select three most popular cate-
gories from ShapeNet [6]: Airplane, Chair, Car as our main
datasets for training. For input, we prepare the same T-SDF
files as in DISN [58] and follow the train-test split. Follow-
ing previous works [64,67], we use 1-NNA as our main met-
ric with both Chamfer distance (CD) and earth mover dis-
tance (EMD), measuring both shape generation quality and
diversity. Limitations of other metrics are also discussed in
our supplementary material.
Baselines and results. We present the visual samples
in Fig. 4 and quantitative results in Tab. 1. In comparison
with baseline methods, we follow the same data process-
ing and evaluation procedure as in PVD [67]. Since our
data is in the format of volumetric T-SDFs, for a fair com-
parison, we first transform T-SDFs into meshes, and then
sample 2048 points for each mesh. It is noted that 3DQD
outperforms all baselines with the best shape generation
quality, due to the stable iterative generation and powerful
joint distribution modeling capabilities of discrete diffusion
generator, while MFM layers successfully suppress high-
frequency outliers and improve the smoothness of results.

4.2. Shape Completion
Data and evaluation. We evaluate our method on the
ShapeNet dataset with 13 categories using the train/test
splits provided by DISN [58]. As partial input is in the
form of T-SDFs, we use the benchmark from AutoSDF [34],
which contains two different settings of observed shapes: 1)
Bottom half of ground truth as partial shape, and 2) Octant
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Figure 4. Our approach synthesizes high-quality and diverse shapes with smooth surfaces and complex structures on multiple tasks. Left:
Unconditional shape generation. Right: Shape denoising without fine-tuning.

Figure 5. Shape completion comparison. Our method yields most high-fidelity and diverse
generation by the powerful and iterative modeling of joint distribution from diffusion, as
well as generalized prior, even though only a small part is given in the last two rows.

Figure 6. We visualize the prior with T-SNE
projections. Observe intra-class coherence
and inter-class divergence.

Figure 7. Comparative results for language-guided generation.
Our model captures the reasonable variations from text prompts
with smooth surfaces, while others produce unsatisfying results.

with front, left and bottom half of ground truth as partial
shape. For evaluation, we compute Total Mutual Difference
(TMD) of N = 10 generated shapes for each input. We
also report Minimum Matching Distance (MMD) and Av-
erage Matching Distance (AMD) which measure the min-
imum and average Chamfer distance from ground truth to
the N generated shapes.

Condition injection. It’s vital for us to explore how to in-
fer missing shapes in terms of the partial observations (out
of distribution) with a model trained with noisy complete
shape tokens. To this end, we encode the inputs into code-
book tokens and diffuse them at k timestep into s̃k, to re-
place the full masked sT for iterative generation. So that the
reverse process starts at k timestep rather than T timestep,
with partial information kept in incompletely corrupted to-
ken maps. We set k = 1

2T , as smaller k damages diversity
and larger k reduces the fidelity of generation shapes.

Baselines and results. We compare 3DQD with three
state-of-the-art shapes completion methods, including
PoinTr [62], SeedFormer [66] and AutoSDF [34]. The for-
mer two methods perform accurate supervised completion,
while the latter is able to sample diverse shapes from a par-
tial observation. A set of random held-out shapes from
ShapeNet dataset with 13 categories are used to compare the
performance. The number of objects in the set is M = 500.
Quantitative results are presented in Tab. 2 and several vi-
sualized results are shown in Fig. 5. It is observed that
our method surpasses all models in both diversity and fi-
delity of generation, thanks to the under-determined, multi-
modality nature of diffusing process. It is also worth men-
tioning that although our model is trained only on com-
pletely noisy shape tokens, it successfully performs infer-
ence conditioned on local noisy tokens with rest regions
fully masked (which it has never seen). In contrast, mod-
els which are specifically trained only for 3D completion
fail this task, as illustrated in the right column of Fig. 5.
It also indicates that our model has learned prior knowl-
edge about the structural relations between local shapes,
and this joint prior can be extended to more applications
as discussed in Sec. 4.4.

Prior Analysis. We further visualize our learned prior
distribution to provide an in-depth analysis about how the
underlying shape structure distributions for various object
types are well modeled by 3DQD so that they could eas-
ily facilitate various tasks. For this purpose, we sample
N = 100 shape completion results from only an octant

16789



Bottom Half Octant
Method MMD↓ AMD↓ TMD↑ MMD↓ AMD↓ TMD↑
PoinTr [62] 0.5316 N/A N/A 2.1567 N/A N/A
SeedFormer [66] 0.4972 N/A N/A 2.3990 N/A N/A
AutoSDF [34] 0.3510 0.8200 0.0466 0.5720 1.279 0.0826

Ours 0.2933 0.6302 0.0478 0.4690 1.093 0.0960

Table 2. Quantitative completion results on ShapeNet. MMD and
AMD is multiplied by 102. TMD is multiplied by 10.

Method PMMD↓ CLIP-S↑ FPD↓ TMD↑
Shape-IMLE [30] 1.681 31.42 82.34 0.0539
AutoSDF [34] 1.961 31.65 141.87 0.1302

Ours 1.492 32.11 59.00 0.2795

Table 3. Quantitative results for text-guided generation. PMMD
and CLIP-S is multiplied by 102. TMD is multiplied by 10.

input for each object category, and then perform feature
encoding for each appended completion with a pre-trained
PointNet [38]. We use t-SNE [53] to project each feature
representation into a point in Fig. 6. From Fig. 6, we see that
1) the visualized 3D representations completed from a same
partial input are clustered, which shows that our learned
prior model is able to capture common structural features
for the same category; and 2) results from different inputs
are obviously scattered, which demonstrates that the learned
prior distribution is diverse enough (in other words, the cov-
erage of the learned prior is sufficiently wide), so that it can
differentiate different object categories. The above observa-
tions confirm that our learned prior is able to well model the
underlying dependencies between local shape components,
thus it serves as a general object structure probabilistic dis-
tribution, supporting a wide range of related tasks.

4.3. Language-guided Generation
Data and evaluation. We reorganize the dataset released
by ShapeGlot [2] into text-shape pairs to train a text-
driven conditional generative model for 3D shapes, using
the train/test splits provided by AutoSDF [34]. Since most
existing metrics cannot well measure the similarity between
text and shape modalities, we propose new evaluation met-
rics for text-driven shape generation task. CLIP-S computes
the maximum score of cosine similarity between N = 9
generated shapes and their text prompts by a pre-trained
CLIP [39]. Since CLIP cannot handle 3D shape inputs, we
render each generated shape into 20 2D images from dif-
ferent views to compute CLIP-S. In addition, We deploy
Frechet Pointcloud Distance (FPD) and Pairwise Minimum
Matching Distance (PMMD) to calculate the distance be-
tween ground truth and samples.
Condition injection. We first use the CLIP [39] pre-trained
model (ViT-B) to encode text prompts to 77 tokens. Then
parts of self-attention modules in the denoising network are
replaced by cross-attention [7], for its natural compatibility
with multi-modality data. As a result, the text token em-

Figure 8. Single-view reconstruction results. Our model synthe-
sizes high-quality single-view reconstruction with learned prior
and cross-domain alignment.
beddings constantly influence the generation through cross-
attention modules.
Baselines and results. We quantitatively compare our re-
sults with two state-of-the-art methods, i.e., AutoSDF [34]
and Shape-IMLE [30]. We only use the generated shapes
from Shape-IMLE [30] and discard their colors, to only
evaluate 3D geometry quality. Quantitative results are re-
ported in Tab. 3 and a visual comparison is shown in Fig. 7.
We observe a lack of diversity from results of baselines,
while our method is diversified due to randomness in dif-
fusing process. The unified discrete local representation of
codebook indexing among texts and shapes achieves good
alignment between two modalities.
4.4. Extended Applications

In addition to the above major tasks, we show that 3DQD
can be extended for a wide range of downstream appli-
cations, serving as a generalized prior with little or even
no tuning. Note that in contrast, previous 3D shape pri-
ors [34, 67] DO NOT possess this generalization capability.
Denoising conditonal generation. In practice, 3D shapes
captured from real scenes often have rough surfaces and
noise points due to precision limitation of the capture de-
vice. It thus requires extra adaption for downstream mod-
els to accommodate noisy data, e.g. point clouds denois-
ing [40]. To demonstrate our model’s ability in dealing with
noisy inputs, we add different levels of Gaussian and uni-
form noise to T-SDFs to simulate the noisy mesh surfaces
in real world. Then noisy T-SDFs are encoded into shape
tokens as s̃k to replace the fully masked sT into our pre-
trained 3DQD, where k = 1

2T . Then reverse Markov pro-
cess starts from s̃k. Visual results are shown in Fig. 4, and
quantitative evaluations with different noise levels and types
are detailed in our supplementary material. From Fig. 4,
it is noted that our model successfully recovers noisy in-
puts into clean samples without any tuning, demonstrating
the noise immunity ability of our pre-trained 3DQD, which
comes from the noise compatibility from diffusing training
and quantized noise-free vectors in codebook.
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Figure 9. Text-driven shape editing results. We start from initial
phrase at left and gradually edit them with new prompts. They
present continuous and smooth evolution.

Method VAE Training Diffusion Training Inference Time / Shape

Lion [64] 110 hours 440 hours 27.12 seconds
Ours 9 hours 60 hours 1.61 seconds

Table 4. Quantitative comparison of computational cost on a single
V100 NVIDIA GPU. Our VAE is fine-tuned on pre-trained model
released in [34] for 9 hours.

Text-driven shape editing. We also conduct an experi-
ment on text-guided shape editing without any tuning. We
initialize standard chair token maps with text prompts “A
chair” with 3DQD. Then we initialize the former token
maps as the start of new reverse process s̃k for sequentially
generating new shapes, with new text inputs one by one. k
is set to 0.98T to encourage novel structure generation. The
results are visualized in Fig. 9. Generated shapes are appar-
ently high-quality and realistic, due to the structure prior
memorized by diffusion generator.
Single-view reconstruction. Inferring the 3D shape from a
single image is always non-trivial due to the lack of infor-
mation. We show that with a well pre-trained VQ-VAE to
encode and quantize images, our model achieves singe-view
3D reconstruction with a little fine-tuning. Specifically,
we obtain the index coding of images with VQ-VAE re-
leased by Mittal et al. [34] on Pix3D dataset [49], and mod-
ify the condition embedding module of language-guided
3DQD model from discrete text tokens to discrete image
tokens, with rest parts of the net remaining unchanged. We
then fine-tune this conditional 3DQD model on Pix3D with
masked image-shape pairs for 10 hours. For inference, we
set index codes of images from VQ-VAE at the beginning of
reverse process s̃k. Note that image embeddings modulate
the generation process via cross-attention. Visual results
are shown in Fig. 8 as accurate and realistic reconstructions
with learned prior and cross-domain alignment. More re-
sults are provided in our supplementary material.

4.5. Ablation Study
4.5.1 Frequency Analysis
We experimentally analyze the frequency components of
the generation to validate our design of Multi-frequency Fu-

Figure 10. Power spectral density of different frequencies on 1000
generated shapes along with visual comparison. Our MFM layers
successfully suppress high-frequency components.

sion Module (MFM). We sample 1000 completion samples
with three methods: our 3DQD, our 3DQD without MFM,
and AutoSDF. The T-SDF results are fed to Discrete Co-
sine Transform to calculate its average power spectral den-
sity and obtain frequency components within each spatial
volume. The power spectral density of sampled volumes
is plotted in Fig. 10. It is noted that our MFM layers suc-
cessfully suppress high-frequency noise and help generate
shapes with smooth surfaces. More ablation studies about
the architecture of MFM is in our supplementary material.

4.5.2 Efficiency Analysis
We compare our model with the latest 3D diffusion work
Lion [64] (with no open source codes) about training and
inference complexity, evaluated on single-class shape gen-
eration task as shown in Tab. 4. It is observed that our
model only requires 69 (9+60) hours for training totally
while Lion [64] spends as much as 550 (110+440) hours.
Also note that our reported results are all generated with
100-step DDPM-based sampling, much more efficient than
that of Lion (i.e. 1000 steps), with visually competitive per-
formance compared to Lion [64].

5. Conclusion
We have introduced 3DQD, a unified and efficient shape

generation prior model for multiple 3D tasks. Our model
first learns a compact representation with P-VQ-VAE for its
advantages in computational saving and consistency among
different tasks. Then a novel discrete diffusion generator
is trained with accurate, expressive and diversified object
structural modeling. Multi-frequency fusion modules are
developed to suppress high-frequency outliers. Solid exper-
iments and rich analysis have demonstrated our approach
possesses superior generative power and impressive shape
generation quality on various 3D shape generation tasks.
Furthermore, our prior model can serve as a generalized
backbone for multiple downstream tasks with no or little
tuning, while no architectural change is needed.
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