Hard Sample Matters a Lot in Zero-Shot Quantization
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Abstract

Zero-shot quantization (ZSQ) is promising for compressing and accelerating deep neural networks when the data for training full-precision models are inaccessible. In ZSQ, network quantization is performed using synthetic samples, thus, the performance of quantized models depends heavily on the quality of synthetic samples. Nonetheless, we find that the synthetic samples constructed in existing ZSQ methods can be easily fitted by models. Accordingly, quantized models obtained by these methods suffer from significant performance degradation on hard samples. To address this issue, we propose Hard Sample Synthesizing and Training (HAST). Specifically, HAST pays more attention to hard samples when synthesizing samples and makes synthetic samples hard to fit when training quantized models. HAST aligns features extracted by full-precision and quantized models to ensure the similarity between features extracted by these two models. Extensive experiments show that HAST significantly outperforms existing ZSQ methods, achieving performance comparable to models that are quantized with real data.

1. Introduction

Deep neural networks (DNNs) achieve great success in many domains, such as image classification [28, 43, 44], object detection [15, 16, 39], semantic segmentation [13, 53], and embodied AI [3, 4, 11]. These achievements are typically paired with the rapid growth of parameters and computational complexity, making it challenging to deploy DNNs on resource-constrained edge devices. In response to the challenge, network quantization proposes to represent the full-precision models, i.e., floating-point parameters and activations, using low-bit integers, resulting in a high compression rate and an inference-acceleration rate [24]. These methods implicitly assume that the training data of full-precision models are available for the process of network quantization. However, the training data, e.g., medical records, can be inaccessible due to privacy and security issues. Such a practical and challenging scenario has led to the development of zero-shot quantization (ZSQ) [2], quantizing networks without accessing the training data.

Many efforts have been devoted to ZSQ [2, 19, 38, 46, 48, 50]. In ZSQ, some works propose network quantization by weight equalization [38], bias correction [1], or weight rounding strategy [19], at the cost of some performance degradation. To promote the performance of quantized models, advanced works propose to leverage synthetic data for network quantization [2, 7, 46, 48, 50]. Specifically, they fine-tune quantized models with data synthesized using full-precision models, achieving promising improvement in performance.

Much attention has been paid to the generation of synthetic sample, since high-quality synthetic samples lead to high-performance quantized models [2, 46]. Recent works employ generative models to synthesize data with fruitful approaches, considering generator design [51], boundary sample generation [6], adversarial training scheme [35], and
effective training strategy [7]. Since the quality of synthetic samples is typically limited by the generator [36], advanced works treat synthesizing samples as a problem of noise optimization [2]. Namely, the noise distribution is optimized to approximate some specified properties of real data distributions, such as batch normalization statistics (BNS) and inception loss (IL) [20]. To promote model performance, IntraQ [50] focuses on the property of synthetic samples and endows samples with heterogeneity, achieving state-of-the-art performance as depicted in Figure 1.

Although existing ZSQ methods achieve considerable performance gains by leveraging synthetic samples, there is still a significant performance gap between models trained with synthetic data and those trained with real data [50]. To reduce the performance gap, we investigate the difference between real and synthetic data. Specifically, we study the difference in generalization error between models trained with real data and those trained with synthetic data. Our experimental results show that synthetic data lead to larger generalization errors than real data, as illustrated in Figure 2a. Namely, synthetic sample lead to a more significant gap between training and test accuracy than real data.

We conjecture that the performance gap stems from the misclassification of hard test samples. To verify the conjecture, we conduct experiments to study how model performance varies with sample difficulty, where GHM [30] is employed to measure the difficulty of samples quantitatively. The results shown in Figure 2b demonstrate that, on difficult samples, models trained with synthetic data perform worse than those trained with real data. This may result from that synthetic samples are easy to fit, which is consistent with the observation on inception loss of synthetic data [33]. We verify the assumption through a series of experiments, where we count the fraction of samples of different difficulties using GHM [30]. The results are reported in Figure 2c, where we observe a severe missing of hard samples in synthetic samples compared to real data. Consequently, quantized models fine-tuned with these synthetic data may fail to generalize well on hard samples in the test set.

In light of conclusions drawn from Figure 2, the samples synthesized for fine-tuning quantized models in ZSQ should be hard to fit. To this end, we propose a novel HArd sample Spherical and Training (HAST) scheme. The insight of HAST has two folds: a) The samples constructed for fine-tuning models should not be easy for models to fit; b) The features extracted by full-precision and the quantized model should be similar. To this end, in the process of synthesizing samples, HAST pays more attention to hard samples in a re-weighting manner, where the weights are equal to the sample difficulty introduced in GHM [30]. Meanwhile, in the fine-tuning process, HAST further promotes the sample difficulty on the fly and aligns the features between the full-precision and quantized models.

To verify the effectiveness of HAST, we conduct comprehensive experiments on three datasets under two quantization precisions, following settings used in [50]. Our experimental results show that HAST using only 5,120 synthetic samples outperforms previous state-of-the-art method [50] and even achieves performance comparable with quantization with real data.

Our main contributions can be summarized as follows:

- We observe that the performance degradation in zero-shot quantization is attributed to the lack of hard samples. Namely, the synthetic samples used in existing ZSQ methods are easily fitted by quantized models, distinguishing models trained on synthetic samples from those trained on real data, as depicted in Figure 2.
- Built upon our empirical observation, we propose a novel HArd sample Synthesizing and Training (HAST) scheme to promote the performance of ZSQ. Specifically, HAST generates hard samples and further promotes the sample difficulty on the fly when training models, paired with a feature alignment constraint to ensure the similarity of features extracted by these two models, as summerized in Algorithm 1.
- Extensive experiments demonstrate the superiority of HAST over existing ZSQ methods. More specifically,
HAST using merely 5,120 synthetic samples outperforms the previous state-of-the-art method and achieves performance comparable to models fine-tuned using real training data, as shown in Figure 1.

2. Related Work

In this section, we briefly review the most relevant works in network quantization.

2.1. Data-Driven Quantization

Network quantization is proposed to promote the compression rates and accelerate the inference by representing the full-precision models using low-bit integers. The straightforward and effective approach is to fine-tune models using the training data of full-precision models. In this regard, quantization aware training (QAT) methods focus on designing quantizers [5, 12, 17, 25, 31], training strategies [29, 52], and binary networks [34, 37, 41].

In many practical scenarios, the training data of full-precision models can be inaccessible, limiting the effectiveness of QAT methods. To address the challenge, post-training quantization (PTQ) methods perform network quantization with limited training data [1, 32]. Specifically, these methods approximate an optimal clipping value in the feature space using limited training samples [1] and introduce an allocation policy to quantize both activations and weights to 4-bit. However, both QAT and PTQ methods require training data to perform network quantization.

2.2. Zero-Shot Quantization

To further relax the privacy or security issue, ZSQ methods propose to perform network quantization without accessing the training data of full-precision models. A simple yet effective approach is calibrating model parameters without training data. For example, DFQ [38] equalizes the weight ranges in the network and utilizes the scale and shift parameters stored in the batch normalization layers to correct biased quantization errors. SQuant [19] performs data-free quantification using the diagonal Hessian approximation layer by layer. However, these methods may lead to significant performance degradation when quantizing models with ultra-low precision [50].

Advanced works propose to generate synthetic samples for fine-tuning quantized models, resulting in promoted model performance. GDFQ [46] first adopts generative models guided by both the batch normalization statistics and extra category label information to synthesize samples. Since the performance depends heavily on synthetic samples, many variants of GDFQ improve the performance by adopting better generator [51], adversarial training [35], boundary-supporting samples generation [6], and using an ensemble of compressed models [22]. Recently, it has been shown that data synthesis can be realized by optimizing random noise sampled from a pre-defined distribution [2]. The noise optimization scheme is further improved by carefully designing an appropriate mechanism for synthesizing data, such as enhancing the diversity of samples [48] and increasing the intra-class heterogeneity of synthetic samples [50]. Although these methods achieve considerable performance gain compared to data-driven quantization, there is still a performance gap between fine-tuning with synthetic and real data.

3. Methodology

In this section, we first introduce the process of zero-shot quantization (ZSQ). Then, we detail the proposed HArd sample Synthesizing and Training (HAST) scheme containing three parts: hard sample synthesis, sample difficulty promotion, and feature alignment ensuring the similarity of representations from quantized models and full precision models. The overview of HAST is illustrated in Figure 3.

3.1. Preliminaries

Quantizer. We focus on the asymmetric uniform quantizer to implement network quantization in this work, following [46, 50]. Denoting \( \theta \) as weights of a full-precision model, \( l \) and \( u \) as the lower and upper bound of \( \theta \), and \( n \) as the bit-width, the quantizer produces the quantized integer
\[ \theta' \text{ as follows:} \\
\theta' = \left[ \theta \times S - z \right], \quad S = \frac{2^n - 1}{u - l}, \quad z = S \times l + 2^{n-1} \] (1)

where \( S \) is the scaling factor to convert the range of \( \theta \) to \( n \)-bit, \( z \) decides which quantized value zero is mapped to, and \( \left[ \cdot \right] \) is an operation used to round its input to the nearest integer. Accordingly, the corresponding dequantized value can be calculated as:

\[ \theta' = \frac{\theta' + z}{S}. \] (2)

Built upon the quantizer, the weights of full-precision models can be represented using low-bit integers. Consequently, the quantized model performs inference using the dequantized parameter \( \theta' \), which is typically paired with considerable performance degradation.

**Zero-Shot Quantization.** To mitigate the performance degradation, a widely adopted approach is to optimize \( \theta \) such that its dequantized parameter \( \theta' \) can perform well on test sets [5]. This is typically achieved by optimizing \( \theta \) using the data for training full-precision models [12], since \( \theta' \) is inherently the function of \( \theta \). Zero-Shot Quantization (ZSQ) takes a step further to quantize models when data for training full-precision models are inaccessible.

In ZSQ, synthetic samples are usually employed for optimizing quantized models [2, 46]. The synthetic samples can be derived by noise optimization [2, 48, 50], which is typically instantiated by distribution approximation [2, 46]. Given a set of noise \( \{ \mathbf{x}_i \}_{i=1}^N \), synthetic samples are obtained by optimizing these noise to match the batch normalization statistics (BNS):

\[
\min_{\{ \mathbf{x}_i \}_{i=1}^N} \mathcal{L}_{BNS} \triangleq \frac{1}{L} \sum_{l=1}^L \left( \| \mu'(\theta) - \mu'(\theta, \mathbf{x}_i^N) \| + \| \sigma'(\theta) - \sigma'(\theta, \mathbf{x}_i^N) \| \right),
\] (3)

where \( \mu'(\theta) / \sigma'(\theta) \) are mean/variance parameters stored in the \( l \)-th BN layer of full-precision model parameterized with \( \theta \) and \( \mu'(\theta, \mathbf{x}_i^N) / \sigma'(\theta, \mathbf{x}_i^N) \) are mean/variance parameters calculated on the sampled noise using \( \theta \). Besides the BNS alignment objective function, an inception loss is also employed for optimizing sampled noise:

\[
\min_{\{ \mathbf{x}_i \}_{i=1}^N} \mathcal{L}_{IL} \triangleq \frac{1}{N} \sum_{i=1}^N CE(p(\mathbf{x}_i; \theta), y_i),
\] (4)

where \( p(\cdot; \theta) \) stands for the probability predicted by full-precision model parameterized with \( \theta \), \( CE(\cdot, \cdot) \) represents the cross-entropy loss, and \( y_i \) is the label assigned to \( \mathbf{x}_i \) as a prior classification knowledge. Consequently, synthetic data are obtained by optimizing the final objective function composed of these two terms:

\[
\min_{\{ \mathbf{x}_i \}_{i=1}^N} \mathcal{L}_{FNL} \triangleq \mathcal{L}_{BNS} + \beta \mathcal{L}_{IL},
\] (5)

where \( \beta \) is a hyper-parameter balancing the importance of two terms. Built upon the objective function \( \mathcal{L}_{FNL} \), ZSQ can fine-tune the model parameter \( \theta \) such that its dequantized parameter \( \theta' \) can perform well on synthetic samples. More specifically, the quantized network is usually fine-tuned by a teacher-student framework with the cross-entropy loss \( CE \) and the Kullback-Leibler loss \( KL \):

\[
\min_{\theta'} \frac{1}{N} \sum_{i=1}^N CE(p(\mathbf{x}_i; \theta'), y_i) + \alpha KL(p(\mathbf{x}_i; \theta)||p(\mathbf{x}_i; \theta')),
\] (6)

where \( \alpha \) is a hyper-parameter balancing the importance of two terms. We use \( \theta' \) to represent the parameter of quantized models and optimize \( \theta' \). This is equal to optimizing \( \theta \), as \( \theta' \) is a function of \( \theta \) according to Eq. (2).

### 3.2. General Scheme of Proposed Methods

The detailed procedure of the proposed HAST scheme is summarized in Algorithm 1. HAST consists of three parts: hard sample synthesis, sample difficulty promotion, and feature alignment that is illustrated in Sec. 3.

In the process of sample synthesis, we start with a batch of random input \( \mathbf{x}_i \) sampled from a standard Gaussian distribution, following [50]. The proposed hard sample synthesis, i.e., Eq. (9), optimizes \( \mathbf{x}_i \), aiming to increase the sample difficulty measured with full-precision models. As shown in the top of Figure 3, we feed \( \mathbf{x}_i \) into the full-precision model and optimize it using the proposed hard-sample-enhanced final loss for synthesizing hard samples, i.e., Eq. (9) by computing the BNS alignment loss (Eq. (3)) and the hard-sample-enhanced inception loss (Eq. (8)).

In the process of network fine-tuning, we increase the sample difficulty on the fly using Eq. (10), as shown in the bottom left of Figure 3. Then, we perform feature alignment to ensure the similarity between the full-precision and quantized models, as shown in the bottom right of Figure 3.

### 3.3. Hard Sample Synthesis

Inspired by our experimental results in Figure 2, we propose to reconsider the difficulty of synthetic samples. Specifically, we increase the importance of hard samples while suppressing the importance of easy-to-fit samples, employing the GHM introduced in [30] to measure the sample difficulty \( d \) of \( \mathbf{x} \):

\[
d(\mathbf{x}, \theta) = 1 - p_y(\mathbf{x}, \theta)
\] (7)

where \( p_y(\mathbf{x}) \) is the probability on label \( y \) predicted by the model parameterized with \( \theta \). Through Eq. (7), we hope models focus more on transferable components [8].

Built upon the sample difficulty \( d(\mathbf{x}, \theta) \), we propose a hard-sample-enhanced inception loss \( \mathcal{L}_{HIL} \) to synthesize
Algorithm 1 Hard Sample Synthesizing and Training for Zero-shot Quantization.

Input: Pretrained full-precision model with parameter $\theta$; Initial synthetic dataset $D_s = \emptyset$; Number of synthetic images $N$; Generation iterations $T_{\text{generate}}$; Fine-tuning iterations $T_{\text{fine-tune}}$.

Output: Low precision quantized model with parameter $\theta'$.

while $|D_s| < N$ do
  Sample batch of Gaussian noise $x_i$ and label $y$;
  for $t = 1, \ldots, T_{\text{generate}}$ do
    Optimize $x_i$ by minimizing Eq. (9);
  end for
  $D_s \leftarrow D_s \cup x_i$
end while

Get Synthetic dataset $D_s$.

for $t = 1, \ldots, T_{\text{fine-tune}}$ do
  Sample batch $x_i$ from synthetic dataset $X$;
  Compute the perturbation $\delta_i$ by Eq. (10);
  Update quantized model by minimizing Eq. (12);
end for

Get Converged quantized model.

---

The sample difficulty promotion is different from the sample difficulty enhancement built upon a causal perspective. More specifically, we increase the sample difficulty $d(x_i, \theta')$ on the fly to make synthetic samples hard to fit by introducing a perturbation $\delta_i$ for $x_i$ in each training iteration:

$$\delta_i = \arg \max_{||\theta||_\infty \leq \epsilon} d(x_i + \delta_i, \theta'),$$

where $|| \cdot ||_\infty$ represents the $\ell_\infty$-norm and $\epsilon$ controls the strength of perturbation. We attach the perturbation $\delta_i$ for $x_i$ to find nearby difficult samples with a larger sample difficulty in each iteration.

3.5. Minimizing Quantization Gap by Feature Alignment

Built upon the proposed hard sample synthesis and sample difficulty promotion, we are ready to train quantized models using hard samples. To ensure the quantized model performs the same as its full-precision model, an ideal result may be that the outputs of these two models (including intermediate features) are kept exactly the same, which shares the same spirit with [49] built upon a causal perspective. Along with this insight, we can align the features of the full-precision and quantized models:

$$\min_{\theta'} \mathcal{L}_{FA} \triangleq \frac{\lambda}{NL} \sum_{i=1}^{N} \sum_{l=1}^{L} \phi^l(f^l(x_i + \delta_i; \theta), f^l(x_i + \delta_i; \theta')),$$

where $\phi^l(\cdot, \cdot)$ is a metric for the $l$-th layer measuring the difference of its inputs, e.g., mean square error. $f^l(\cdot; \theta)$ represents the feature at the $l$-th layer of a model parameterized with $\theta$, and the hyper-parameter $\lambda$ adjusts the order of magnitude of the loss.

The quantized models may not be able to match the outputs of full-precision models due to the limited model capac-
ity. Thus, we relax the feature alignment constraint:

$$\min_{\theta} \hat{L}_{FA} = \frac{1}{z} \sum_{i, l \in S} (\phi(f_{i}^{l}(x_{i} + \delta_{i}; \theta), f_{i}^{l}(x_{i} + \delta_{i}; \theta')) + \alpha KL(p(x_{i}; \theta)||p(x_{i}; \theta'))),$$

where $z = N|S|$, $S$ is the set of selected intermediate layers, $\phi(\cdot, \cdot)$ is the metric used for all intermediate layers, and $KL$ divergence is employed as the metric for the final output layer, i.e., the predicted probability. For the metric used in intermediate layers, we instantiate them with an attention vector $\text{Att}(\cdot)$ as follows:

$$\phi(f_{i}^{l}(\cdot; \theta), f_{i}^{l}(\cdot; \theta')) = ||\text{Att}(f_{i}^{l}(\cdot; \theta)) - \text{Att}(f_{i}^{l}(\cdot; \theta'))||_{2}^{2},$$

where $\text{Att}(f_{i}^{l}(\cdot; \theta)) \in \mathbb{R}^{C}$ is a vector with the $c$-th element calculated as:

$$\text{Att}(f_{i}^{l}(c)) = \sum_{w=1}^{w} \sum_{h=1}^{h} f_{i}^{l}(c, w, h)^{2},$$

where we denote $f_{i}^{l}(\cdot; \theta)$ by $f_{i}^{l}$ for simplicity.

4. Experiments

In this section, we conduct extensive experiments to demonstrate the effectiveness of our proposed HAST scheme. We organize this section as follows. We first provide the experiment setting in Sec. 4.1. Second, we compare our proposed method with existing ZSQ methods in Sec. 4.2 and Sec. 4.3. Last, we investigate the effect of the hyperparameters and the proposed component in our HAST scheme in Sec. 4.4. The code to reproduce our results is available 1.

4.1. Experimental Setup

Datasets. We evaluate our method on three datasets, including CIFAR-10 [26], CIFAR-100 [26] and ImageNet (ILSVRC2012) [27], which are commonly used in most ZSQ methods. We report top-1 accuracy of all methods.

Network Architectures. We choose ResNet-20 [21] for Cifar-10/100 and select ResNet-18 [21], MobileNetV1 [23] and MobileNetV2 [42] for ImageNet to evaluate our method. ResNet-20 and ResNet-18 are popular medium-sized models. MobileNetV1 and MobileNetV2 are widely-used lightweight models. All pretrained models are from pytorchcv library and all experiments are implemented with Pytorch [40].

Baselines. The compared methods based on noise optimization include ZeroQ [2], DSG [48], and IntraQ [50].

1https://github.com/lihuantong/HAST

<table>
<thead>
<tr>
<th>Bit-width</th>
<th>Method</th>
<th>Generator</th>
<th>Acc. (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>full-precision</td>
<td>-</td>
<td>94.03</td>
</tr>
<tr>
<td></td>
<td>Real Data</td>
<td>-</td>
<td>91.52</td>
</tr>
<tr>
<td></td>
<td>GDFQ [46]</td>
<td>✔</td>
<td>90.25</td>
</tr>
<tr>
<td></td>
<td>AIT [7]</td>
<td>✔</td>
<td>91.23</td>
</tr>
<tr>
<td></td>
<td>DSG [48]+IL [20]</td>
<td>✗</td>
<td>88.93</td>
</tr>
<tr>
<td></td>
<td>IntraQ [50]</td>
<td>✗</td>
<td>91.49</td>
</tr>
<tr>
<td></td>
<td>HAST(Ours)</td>
<td>✗</td>
<td>92.36±0.09</td>
</tr>
</tbody>
</table>

(a) Results on CIFAR-10.

<table>
<thead>
<tr>
<th>Bit-width</th>
<th>Method</th>
<th>Generator</th>
<th>Acc. (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>full-precision</td>
<td>-</td>
<td>70.33</td>
</tr>
<tr>
<td></td>
<td>Real Data</td>
<td>-</td>
<td>66.80</td>
</tr>
<tr>
<td>W4A4</td>
<td>SQquant [19]</td>
<td>-</td>
<td>63.96</td>
</tr>
<tr>
<td></td>
<td>GDFQ [46]</td>
<td>✔</td>
<td>63.58</td>
</tr>
<tr>
<td></td>
<td>AIT [7]</td>
<td>✔</td>
<td>65.80</td>
</tr>
<tr>
<td></td>
<td>IntraQ [50]</td>
<td>✗</td>
<td>64.98</td>
</tr>
<tr>
<td></td>
<td>HAST(Ours)</td>
<td>✗</td>
<td>66.68±0.12</td>
</tr>
</tbody>
</table>

(b) Results on CIFAR-100.

Table 1. Results of ResNet-20 on CIFAR-10/100. WBAB indicates the weights and activations are quantized to B-bit.

The generator-based methods are also compared, including GDFQ [46], and AIT [7]. In addition, SQquant [19], an recent on-the-fly ZSQ method without synthesizing data, is also involved. For ZeroQ and DSG, we report the results with the inception loss (IL) [20]. Since AIT applies the method on three different generator-based methods, we report the best result. Note all the methods quantize all layers of the models to the ultra-low precisions, except SQquant which sets the last layer to 8-bit.

Implementation details. For data generation, the synthetic images are optimized by the loss function Eq. (9) using Adam optimizer with a momentum of 0.9 and the initial learning rate of 0.5. We update the synthetic images for 1,000 iterations and decay the learning rate by 0.1 each
<table>
<thead>
<tr>
<th>Bit-width</th>
<th>Method</th>
<th>Generator</th>
<th>Acc. (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>W4A4</td>
<td>full-precision</td>
<td>-</td>
<td>66.47</td>
</tr>
<tr>
<td></td>
<td>Real Data</td>
<td>-</td>
<td>67.89</td>
</tr>
<tr>
<td></td>
<td>GDFQ [46]</td>
<td>✔</td>
<td>60.60</td>
</tr>
<tr>
<td></td>
<td>AIT [7]</td>
<td>✔</td>
<td>66.83</td>
</tr>
<tr>
<td></td>
<td>DSG [48]+IL [20]</td>
<td>✗</td>
<td>63.11</td>
</tr>
<tr>
<td></td>
<td>IntraQ [50]</td>
<td>✗</td>
<td>44.68</td>
</tr>
<tr>
<td></td>
<td>HAST(Ours)</td>
<td>✗</td>
<td>66.47</td>
</tr>
<tr>
<td></td>
<td>HAST(Ours)</td>
<td>✗</td>
<td><strong>66.91</strong></td>
</tr>
<tr>
<td>W3A3</td>
<td>Real Data</td>
<td>-</td>
<td>51.95</td>
</tr>
<tr>
<td></td>
<td>SQQuant [2]</td>
<td>-</td>
<td>25.74</td>
</tr>
<tr>
<td></td>
<td>GDFQ [46]</td>
<td>✔</td>
<td>20.69</td>
</tr>
<tr>
<td></td>
<td>AIT [7]</td>
<td>✔</td>
<td>36.70</td>
</tr>
<tr>
<td></td>
<td>IntraQ [50]</td>
<td>✗</td>
<td>45.51</td>
</tr>
<tr>
<td></td>
<td>HAST(Ours)</td>
<td>✗</td>
<td><strong>51.15±0.27</strong></td>
</tr>
</tbody>
</table>

Table 2. Results of ResNet-18 on ImageNet. WBAB indicates the weights and activations are quantized to B-bit.

time the loss of Eq. (9) stops decreasing for 50 iterations. For all datasets, the batch size is set to 256. We synthesize 5120 images following the settings of IntraQ [50]. For network fine-tuning, the quantized models are fine-tuned by the loss function Eq. (12) using SGD with Nesterov with a momentum of 0.9 and the weight decay of $10^{-4}$. The batch size is 256 for CIFAR-10/100 and 16 for ImageNet. The initial learning rate is set to $10^{-5}$ and $10^{-6}$ for CIFAR-10/100 and ImageNet respectively. Both learning rates are decayed by 0.1 every 100 fine-tuning epochs and a total of 150 epochs are given. For data augmentation and hyper-parameters $\beta$ in Eq. (9) and $\alpha$ in Eq. (12), we keep the same settings as [50] for fair comparison. In addition, there are three hyper-parameters in our method, including $\gamma$ in Eq. (8), $\epsilon$ in Eq. (10) and $\lambda$ in Eq. (12). They are respectively set to 2, 0.01, $1 \times 10^3$ for CIFAR-10; 2, 0.02, $2 \times 10^3$ for CIFAR-100 and 0.5, 0.01, $4 \times 10^3$ for ImageNet.

### 4.2. Comparison Results on CIFAR-10/100

In this section, We compare the performance on CIFAR-10/100 against existing ZSQ methods. From Table 1, our method achieves significant performance improvements on both CIFAR-10 and CIFAR-100. Specifically, compared to the advanced generator-based AIT, our method increases the top-1 accuracy of 3-bit quantized models by 7.85% on CIFAR-10 and 7.03% on CIFAR-100. When compared with IntraQ which obtains 3-bit accuracy of 77.07% and 48.25% on CIFAR-10 and CIFAR-100 respectively by exploiting the intra-class heterogeneity in the synthetic images, the proposed method reaches the higher performance of 88.34% and 55.67% using the same number of synthetic images. Notably, since the CIFAR-10 dataset is relatively easy when compared with CIFAR-100 and ImageNet, our method outperforms fine-tuning with real data. The gap is also only

<table>
<thead>
<tr>
<th>Bit-width</th>
<th>Method</th>
<th>Generator</th>
<th>Acc. (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>W5A5</td>
<td>full-precision</td>
<td>-</td>
<td>73.39</td>
</tr>
<tr>
<td></td>
<td>Real Data</td>
<td>-</td>
<td>69.87</td>
</tr>
<tr>
<td></td>
<td>SQQuant [2]</td>
<td>-</td>
<td>64.20</td>
</tr>
<tr>
<td></td>
<td>GDFQ [46]</td>
<td>✔</td>
<td>59.76</td>
</tr>
<tr>
<td></td>
<td>AIT [7]</td>
<td>✔</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>IntraQ [50]</td>
<td>✗</td>
<td>68.17</td>
</tr>
<tr>
<td></td>
<td>HAST(Ours)</td>
<td>✗</td>
<td><strong>68.52±0.17</strong></td>
</tr>
<tr>
<td>W4A4</td>
<td>Real Data</td>
<td>-</td>
<td>59.66</td>
</tr>
<tr>
<td></td>
<td>SQQuant [2]</td>
<td>-</td>
<td>10.32</td>
</tr>
<tr>
<td></td>
<td>GDFQ [46]</td>
<td>✔</td>
<td>28.64</td>
</tr>
<tr>
<td></td>
<td>AIT [7]</td>
<td>✔</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>DSG [48]+IL [20]</td>
<td>✗</td>
<td>42.19</td>
</tr>
<tr>
<td></td>
<td>IntraQ [50]</td>
<td>✗</td>
<td>51.36</td>
</tr>
<tr>
<td></td>
<td>HAST(Ours)</td>
<td>✗</td>
<td><strong>57.70±0.31</strong></td>
</tr>
</tbody>
</table>

(a) Results of MobileNetV1.

<table>
<thead>
<tr>
<th>Bit-width</th>
<th>Method</th>
<th>Generator</th>
<th>Acc. (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>W5A5</td>
<td>full-precision</td>
<td>-</td>
<td>73.03</td>
</tr>
<tr>
<td></td>
<td>Real Data</td>
<td>-</td>
<td>72.01</td>
</tr>
<tr>
<td></td>
<td>GDFQ [46]</td>
<td>✔</td>
<td>68.14</td>
</tr>
<tr>
<td></td>
<td>AIT [7]</td>
<td>✔</td>
<td><strong>71.96</strong></td>
</tr>
<tr>
<td></td>
<td>DSG [48]+IL [20]</td>
<td>✗</td>
<td>70.87</td>
</tr>
<tr>
<td></td>
<td>IntraQ [50]</td>
<td>✗</td>
<td>71.28</td>
</tr>
<tr>
<td></td>
<td>HAST(Ours)</td>
<td>✗</td>
<td><strong>71.72±0.19</strong></td>
</tr>
<tr>
<td>W4A4</td>
<td>Real Data</td>
<td>-</td>
<td>67.90</td>
</tr>
<tr>
<td></td>
<td>SQQuant [2]</td>
<td>-</td>
<td>22.07</td>
</tr>
<tr>
<td></td>
<td>GDFQ [46]</td>
<td>✔</td>
<td>51.30</td>
</tr>
<tr>
<td></td>
<td>AIT [7]</td>
<td>✔</td>
<td><strong>66.47</strong></td>
</tr>
<tr>
<td></td>
<td>IntraQ [50]</td>
<td>✗</td>
<td>65.10</td>
</tr>
<tr>
<td></td>
<td>HAST(Ours)</td>
<td>✗</td>
<td><strong>65.60±0.27</strong></td>
</tr>
</tbody>
</table>

(b) Results of MobileNetV2.

Table 3. Results of MobileNetV1/V2 on ImageNet. WBAB indicates the weights and activations are quantized to B-bit.

0.59% when it comes to CIFAR-100. We obtain the similar results in 4-bit quantization, demonstrating the effectiveness of our proposed HAST.

### 4.3. Comparison Results on ImageNet

We further compare with the competitors on the large-scale ImageNet. The quantized networks include ResNet-18 and MobileNetV1/V2. Similar to CIFAR-10/100, we quantize all layers of the networks. Differently, since MobileNetV1/V2 are lightweight models which suffer great performance degradation when quantized to ultra-low precision, we quantize MobileNetV1/V2 to 5-bit and 4-bit following the settings of most existing methods.

**ResNet-18.** Table 2 shows the experimental results of
ResNet-18. In the case of 4-bit, our HSAT (66.91%) slightly outperforms the IntraQ (66.47%) and AIT (66.83%). When it comes to 3-bit, our HSAT significantly surpasses AIT and IntraQ by 14.45% and 5.64% on ImageNet. Moreover, the performance of our method is very close to fine-tuning using real data regardless of 4-bit or 3-bit, with a gap of less than 1%. This indicates that our HSAT is able to mimic real data and generalize quantized model well even on large-scale and hard datasets.

MobileNetV1/V2. In Table 3, our method still outperforms almost all baselines except AIT on quantizing lightweight models. For example, while other methods achieve unexpectedly low performance on quantizing MobileNetV1 to 4-bit, our HSAT obtains 6.34% accuracy improvement when compared with IntraQ. However, unlike other networks, we find that the fine-tuning process of MobileNetV2 is more unstable and the performance improvement during fine-tuning is smaller. This shows that the training process of MobileNetV2 has a greater impact on the performance recovery than the sample difficulty. AIT uses a dynamic learning rate for each convolution kernel to solve this problem, while we use a uniform fixed learning rate. Thus AIT performs better than HAST on MobileNetV2. It is worth mentioning that AIT can be used in combination with HAST as long as memory and time overheads allow.

In short, sufficient experiments over various network architectures demonstrate that the synthetic data generated by the proposed HSAT scheme is able to significantly improve the performance of the quantized model. The results also suggest that synthesizing and learning hard samples is important for improving the quantized model. Especially when model is quantized to lower bit-width, the effect of hard samples is more obvious on final performance.

4.4. Ablation Study

In this section, we conduct ablation studies of the hyper-parameters and investigate the effect of the three components of our method. We put the hyper-parameters ablation studies, further discussions and related experimental results in the appendix.

Effects of the proposed components. We further study the effectiveness of our proposed hard sample synthesis in Sec. 3.3, sample difficulty promotion in Sec. 3.4, and feature alignment in Sec. 3.5. Table 4 shows the experimental results. Note that when we use ZeroQ+IL as the baseline described in Sec. 3.1, we only obtain an accuracy of 44.68%. From Table 4, when the three components are individually added to synthesize and learn hard samples, the accuracy increases compared with the baseline. Among them, adversarial augmentation obtains a high accuracy improvement of 3.79%. This inspires us the importance of hard samples in training quantized models. Since attention transfer can help the quantized model learn more informative knowledge from the intermediate feature of the full-precision model, it still increases the performance by 1.39% without hard samples. Furthermore, the performance continues to increase when any two of them are used. When all of them are applied, we obtain the best performance of 51.15%.

<table>
<thead>
<tr>
<th>HSS</th>
<th>SDP</th>
<th>FA</th>
<th>Acc. (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>✔</td>
<td>✔</td>
<td></td>
<td>45.56</td>
</tr>
<tr>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>48.47</td>
</tr>
<tr>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>46.07</td>
</tr>
<tr>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>50.22</td>
</tr>
<tr>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>49.17</td>
</tr>
<tr>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>47.94</td>
</tr>
<tr>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>51.15</td>
</tr>
</tbody>
</table>

Table 4. Ablations on different components of our method. “HSS” indicates the hard sample synthesis, “SDP” indicates the sample difficulty promotion, and “FA” indicates the feature alignment. We report the top-1 accuracy of 3-bit ResNet-18 on ImageNet.

Limitation. In this work, we merely considered a limited number of scenarios. Thus, we will explore the potential power for more practical scenarios, such as federated learning [9, 45] (with limited communication bandwidth), vision transformer [10] (with large-scale model parameters), and the performance of quantized models over out-of-distribution scenarios [14].

5. Conclusion

In this paper, we investigate the state-of-the-art solutions based on noise optimization for zero-shot quantization and demonstrate that the synthetic samples are easy for the quantized model to fit, which harms the performance of the quantized model on real test data. Thus, hard samples matter a lot for zero-shot quantization. We achieve the goal by not only paying more attention to generating hard samples but also making samples harder to fit during fine-tuning. Feature alignment is applied in the fine-tuning process to help the quantized model learn hard samples better. Our method can achieve comparable performance with those fine-tuned using real data.
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