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Figure 1. Representative results of our method. The first three columns exhibit the source, driving, generated images, respectively.
The rest columns show the exploration of the generated images to different yaw angles.

Abstract

Talking head generation aims to generate faces that
maintain the identity information of the source image and
imitate the motion of the driving image. Most pioneering
methods rely primarily on 2D representations and thus will
inevitably suffer from face distortion when large head ro-
tations are encountered. Recent works instead employ ex-
plicit 3D structural representations or implicit neural ren-
dering to improve performance under large pose changes.
Nevertheless, the fidelity of identity and expression is not so
desirable, especially for novel-view synthesis. In this paper,
we propose HiDe-NeRF, which achieves high-fidelity and
free-view talking-head synthesis. Drawing on the recently
proposed Deformable Neural Radiance Fields, HiDe-NeRF
represents the 3D dynamic scene into a canonical appear-
ance field and an implicit deformation field, where the for-
mer comprises the canonical source face and the latter
models the driving pose and expression. In particular, we
improve fidelity from two aspects: (i) to enhance identity ex-
pressiveness, we design a generalized appearance module

that leverages multi-scale volume features to preserve face
shape and details; (ii) to improve expression preciseness,
we propose a lightweight deformation module that explic-
itly decouples the pose and expression to enable precise ex-
pression modeling. Extensive experiments demonstrate that
our proposed approach can generate better results than pre-
vious works. Project page: https://www.waytron.
net/hidenerf/

1. Introduction

Talking-head synthesis aims to preserve the identity in-
formation of the source image and imitate the motion of the
driving image. Synthesizing talking faces of a given person
driven by other speaker is of great importance to various ap-
plications, such as film production, virtual reality, and digi-
tal human. Existing talking head methods are not capable of
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generating high-fidelity results, they cannot precisely pre-
serve the source identity or mimic the driving expression.

Most pioneering approaches [11, 17, 24, 35, 37, 44, 44]
learn source-to-driving motion to warp the source face
to the desired pose and expression. According to the
warping types, previous works can be roughly divided
into: 2D warping-based methods, mesh-based methods,
and neural rendering-based methods. 2D warping-based
methods [17, 35, 37] warps source feature based on the
motion field estimated from the sparse keypoints. However,
these methods encounter the collapse of facial structure
and expression under large head rotations. Moreover, they
cannot fully disentangle the motion with identity informa-
tion of the driving image, resulting in a misguided face
shape. Mesh-based methods [13] are proposed to tackle the
problem of facial collapse by using 3D Morphable Models
(3DMM) [4, 30] to explicitly model the geometry. Limited
by non-rigid deformation modeling ability of 3DMM,
such implementation leads to rough and unnatural facial
expressions. Besides, it ignores the influence of vertex
offset on face shape, resulting in low identity fidelity. With
the superior capability in multi-view image synthesis of
Neural Radiance Fields (NeRF) [25], a concurrent work
named FNeVR [47] takes the merits of 2D warping and
3D neural rendering. It learns a 2D motion field to warp
the source face and utilizes volume rendering to refine the
warped features to obtain final results. Therefore, it inherits
the same problem as other warping-based methods.

To address above issues and improve the fidelity of
talking head synthesis, we propose High-fideltiy and
Deformable NeRF, dubbed HiDe-NeRF. Drawing on the
idea of recently emerged Deformable NeRF [1, 27, 28].
HiDe-NeRF represents the 3D dynamic scene into a canon-
ical appearance field and an implicit deformation field. The
former is a radiance field of the source face in canonical
pose, and the latter learns the backward deformation for
each observed point to shift them into the canonical field
and retrieve their volume features for neural rendering. On
this basis, we devise a Multi-scale Generalized Appear-
ance module (MGA) to ensure identity expressiveness and a
Lightweight Expression-aware Deformation module (LED)
to improve expression preciseness.

To elaborate, MGA encodes the source image into multi-
scale canonical volume features, which integrate high-level
face shape information and low-level facial details, for bet-
ter identity preservation. We employ the tri-plane [7, 31] as
volume feature representation in this work for two reasons:
(i) it enables generalization across 3D representations; (ii)
it is fast and scales efficiently with resolution, facilitating
us to build hierarchical feature structures. Moreover, we
modify the ill-posed tri-plane representation by integrating
a camera-to-world feature transformation, so that we can
extract the planes from the source image with full control of

identity. This distinguishes our model from those identity-
uncontrollable approaches [3, 7] that generate the planes
from noise with StyleGAN2-based generators [20]. No-
tably,the MGA enables our proposed HiDe-NeRF to be im-
plemented in a subject-agnostic manner, breaking the limi-
tation that existing Deformable NeRFs can only be trained
for a specific subject.

The deformations in talking-head scenes could be de-
composed into the global pose and local expression de-
formation. The former is rigid and easy to handle, while
the latter is non-rigid and difficult to model. Existing De-
formable NeRFs predict them as a whole, hence failing
to capture precise expression. Instead, our proposed LED
could explicitly decouple the expression and pose in defor-
mation prediction, thus significantly improving the expres-
sion fidelity. Specifically, it uses a pose-agnostic expression
encoder and a position encoder to obtain the latent expres-
sion embeddings and latent position embeddings, where the
former models the expression independently and the latter
encodes positions of points sampled from rays under arbi-
trary observation views. Then, a deformation decoder takes
the combination of two latent embeddings as input and out-
puts point-wise deformation. In this way, our work achieves
precise expression manipulation and maintains expression
consistency for free-view rendering (as shown in Fig. 1).

To summarize, the contributions of our approach are:
• Firstly, we introduce the HiDe-NeRF for high-fidelity

and free-view talking head synthesis. To the best of
our knowledge, HiDe-NeRF is the first one-shot and
subject-agnostic Deformable Neural Radiance Fields.

• Secondly, we propose the Multi-scale Generalized
Appearance module (MGA) and the Lightweight
Expression-aware Deformation module (LED) to sig-
nificantly improve the fidelity of identity and expres-
sion in talking-head synthesis.

• Lastly, extensive experiments demonstrate that our
proposed approach can generate more realistic results
than state-of-the-art in terms of capturing the driving
motion and preserving the source identity information.

2. Related Work
Talking-Head Synthesis. Previous talking-head synthesis
methods can be divided into warping-based, mesh-based,
NeRF-based methods. Warping-based methods [10–12, 16,
22, 49] are the most popular methods among 2D genera-
tion methods [2, 6, 14, 32, 46]. These methods warp the
source features by estimated motion field to transport driv-
ing pose and expression into source face. For instance,
Monkey-Net [36] builds a 2D motion field from the sparse
keypoints detected by an unsupervised trained detector. Da-
GAN [17] incorporates the depth estimation to supplement
the missing 3D geometry information in 2D motion field.
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Figure 2. Illustration of the proposed approach. The MGA (Pink) encodes the source image into multi-scale canonical volume features.
Notably, the skip connection is devised to preserve hierarchical tri-plane properties. The LED (Green) predicts backward deformation for
each observed point to shift them into the canonical space and retrieve their volume features. The deformation is learned from paired
SECCs, conditioned on the positions of points sampled form the rays. The image generation module (Blue) takes as input the deformed
points to sample features from different scales of tri-planes. These multi-scale features are composed for the following neural rendering.
Here we also design a refine network to further refine the texture details (e.g., teeth, skin, hair, etc.), and to enhance the resolution of
rendered images. Notable, both rendered images and refined images are supervised by reconstruction loss and adversarial loss. The symbol

C , U , R , + indicates channel-wise concatenation, upsample, resize and upsample, element-wise sum, respectively.

OSFV [44] tries to extract 3D appearance features and pre-
dict a 3D motion field for free-view synthesis. Some con-
ventional works [38,41–43] employ 3D Morphable Models
(3DMM) [4, 30], which support a diverse range of anima-
tions via disentangled shape, expression and rigid motions.
StyleRig [39] and PIE [40] are proposed to exploit the se-
mantic information in the latent space of StyleGAN [19]
and modulate the expressions using 3DMM. PIRender [33]
uses 3DMM to predict the flow and warp the source im-
age. ROME [21] is the first 3DMM-based method that uses
a single image to create realistic photo in a rigged mesh
format. It learns the offset for each mesh vertex and ren-
ders the rigged mesh with predicted neural texture. More-
over, it introduces a U-Net generator with adversarial loss
to refine the rendered images. We also use 3DMM in this
work, but unlike other approaches, we use it to generate the
Shape- and Expression-aware Coordinate Code (SECC) to
build our deformation field, which is detailed in Sec. 3.2.
NeRF is a recently proposed implicit 3D scene representa-
tion method that renders the static scene with points along
different view directions. NeRF first flourished in the audio-
driven approaches [15, 23, 34, 45], as they can easily com-
bined with the latent code learned from the audio. But they
are restricted to subject-dependent generation.

Deformable Neural Radiance Field. Deformable NeRF
is proposed for rendering of dynamic scene. NeRFies [27]
maps each observed point into a canonical space through

a continuous deformation field represented by a scene-
specific MLP, and it can only handle small non-rigid move-
ments. HyperNeRF [28] inherits NeRFies and uses an am-
bient dimension to model the topological changes in the de-
formation field. Conversely, RigNeRF [1] uses 3DMM to
learn the deformation by finding the closest driving mesh
vertex for each sampled point and explicitly calculating
its distance from the corresponding canonical mesh ver-
tex, which is not efficient or precise enough. Notably,
all the above-mentioned Deformable NeRFs are subject-
dependent, which implies they need to train an individual
model for each subject. Besides, they treat the global pose
and local expression deformation as a whole, thus cannot
achieve precise expression manipulation. In this work, we
draw on the idea of Deformable NeRF and propose the
HiDe-NeRF. Different from existing methods, our approach
is an one-shot and subject-agnostic Deformable NeRF
specially designed for talking head synthesis. Besides,
our LED-based deformation field is computationally much
more efficient than other MLP-based deformation fields.

3. Methods
In this section, we describe our method, HiDe-NeRF,

that enables high-fidelity talking head synthesis. The over-
all procedure can be illustrated in Fig. 2. Then, we expound
the proposed Multi-scale Generalized Appearance module
(MGA) and Lightweight Expression-aware Deformation
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module (LED) in Sec. 3.1 and Sec. 3.2. Afterward, we
describe the image generation module in Sec. 3.3, including
volume rendering and texture refinement. The training
details can be found in the Supplementary Materials.

3.1. Multi-Scale Generalized Appearance Module

As discussed, Deformable NeRF [1,27,28] typically tar-
gets novel view synthesis based on multi-view inputs under
a single-scene scenario. Different from the settings of con-
ventional Deformable NeRF, talking-head synthesis aims to
generate high-fidelity images of any particular person with a
single image, which can be summarized as subject-agnostic
and high-fidelity preservation under one-shot setting.

In this work, we introduce tri-plane representation as our
appearance field to accommodate the attribute of subject-
agnostic. Tri-plane hybrid representation [7, 31] is recently
proposed, which builds three orthogonal planes with fea-
ture maps. Given a 3D point p “ px, y, zq, it is pro-
jected onto Fxy,Fxz,Fyz three planes to query the fea-
ture vectors via bilinear interpolation. The queried fea-
tures from three planes are averaged as the representation
of point F ppq “ pFxyppq ` Fxzppq ` Fyzppqq{3, where
Fij : R3 ÞÑ RC denotes sampling the feature of 3D co-
ordinates from the planar feature map Fij . Although the
tri-plane representation has been applied in different ar-
eas [3,18,51], there is no method that directly extract planes
from an image. We find one core issue in learning tri-plane
representation from the image is that the camera coordi-
nate system and the world coordinate system are oriented
in different directions. The definition of tri-plane is based
on the world coordinate system, but the axes of the image
are aligned with the camera coordinate system. Due to this
problem, the predicted volume features tVi, i “ 1, 2, 3u,
where Vi P Rcˆhˆw from deep network are mismatched
with the definition of tri-plane representation, which makes
the representation difficult to learn from the image directly.
Therefore, we use source camera parameters tRsrc, tsrcu

to transfer the predicted volume features into tri-plane rep-
resentation. Concretely, this transformation could be for-
mulated as below,

Fplane “ T ptRsrc, tsrcu ,Viq , i “ 1, 2, 3, (1)

where T denotes the camera-to-world transformation func-
tion and plane P rxy, xz, yzs.

Another challenging issue of talking-head generation is
preserving identity fidelity under the one-shot setting. It
is known that different scales of feature provide differ-
ent information, high-level feature maps comprise facial
shape information while low-level feature maps contain fa-
cial details, for instance, skin texture, makeup, etc. To
improve the expressiveness of tri-plane representation, we
adopt multi-scale tri-plane representation instead, which in-
tegrates different levels of semantic information. As shown
in Fig. 2(a), we first employ a deep feature extractor to
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Figure 3. The illustration of the proposed LED. The symbol
c indicates channel-wise concatenation.

derive the pyramid feature maps rM0, . . . ,Mns from the
source image Isrc. For the lowest-resolution feature map
M0, a small convolutional decoder ψ0 is used to predict
volume features V0, and the corresponding lowest-scale tri-
plane representation F0 is obtained by applying camera-to-
world transformation in Eq. 1. Based on this, the multi-
scale tri-plane representations are formulated as:

Vj`1
k “ ψj`1

k prMj`1
k ,Fj

k Òsq,

Fj`1
k “ T

´

tRsrc, tsrcu ,Vj`1
k

¯

,
(2)

where k P t1, 2, 3u represent different planes, ψj`1
k de-

notes a convolutional network, Ò denotes the up-sampling
operation. Vj

k is the j-th level of the predicted volume fea-
ture. Based on this multi-scale tri-plane representation, the
final representation of a single point p can be formulated as
F ppq “ rF 0ppq, . . . Fnppqs, where r. . . s denotes channel-
wise concatenation.

3.2. Lightweight Expression-Aware Deformation
Module

The deformations in talking-head scenes could be
decomposed into the global rigid pose and local non-rigid
expression deformation. Existing Deformable NeRFs
predict them as a whole, hence failing to accurately model
complex and delicate expressions. In this work, we propose
the Lightweight Expression-aware Deformation Module
(LED), which explicitly decouples the expression and pose
in deformation prediction, significantly improving the
expression fidelity. Moreover, the decoupling of expression
and pose ensures expression consistency for free-view
rendering. As illustrated in Fig. 3, the LED could be
divided into three steps:
(i) Expression Encoding. First, we introduce the Shape-
and Expression-aware Coordinate Code (SECC) to learn
the pose-agnostic expression deformation for precise ex-
pression manipulation. SECC is obtained by rendering a
3DMM face [30] through Z-Buffer with Normalized Co-
ordinate Code (NCC) [50] as its colormap. It could be
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formulated as:

SECC “ Z-Buffer pV3dppq,NCCq ,

V3dppq “ R
`

S ` Ashpzshp ` Aexpzexp

˘

` t,
(3)

where S is the template shape, Ashp and Aexp are principle
axes for shape and expression. We set R “ 1 and t “ 0 to
eliminate the pose.

As shown in Fig. 3(i), we use a pair of SECC to model
the shape-aware expression changes from driving to canon-
ical. Specifically, we predict the expression coefficient zdriexp

from the driving image Idri and the shape coefficient zsrcshp

from the source image Isrc using the 3D Estimator [9], and
we form the driving SECCdri P RHˆWˆ3 with source
shape zsrcshp and driving expression zdriexp, and the canonical
SECCcan P RHˆWˆ3 with source shape zsrcshp and zero
expression z0exp. Since the rgb value of each point in NCC
[50] corresponds to the xyz coordinate of a specific mesh
vertex, it establishes the vertex-to-pixel correspondence be-
tween 3D and 2D. Therefore, we directly apply a 2D convo-
lutional encoder on paired SECCs to learn the latent expres-
sion embeddings that contains 3D expression deformation.
(ii) Position Encoding. In order to learn the point-wise
deformation under the observation view (can be the driv-
ing image view or arbitrary views), we encode the 3D
coordinate of points sampled from the rays as the posi-
tional condition. Specifically, we first reshape the points
P P RHˆWˆNˆ3 to P P RHˆWˆp3ˆNq, where N is the
number of sampled points along each ray, H and W de-
note the rendering resolution. It is then fed into a fully-
convolutional position encoder to get the latent position em-
beddings.
(iii) Deformation Prediction. The latent expression embed-
dings and the latent position embeddings are concatenated
in channel-wise and fed into a deformation decoder to pre-
dict the point-level deformation ∆P P RpHˆW qˆp3ˆNq.

In summary, for a deformation module parameterized by
Φ, the implicit function can be formulated as:

Fdeform
Φ : pP,SECCdri,SECCcanq Ñ ∆P. (4)

As mentioned above, our proposed LED employs the
vertex-to-pixel correspondence and the positional encod-
ing to learn point-wise 3D deformations. It is lightweight
yet efficient since it doesn’t need to find the closest driving
mesh vertex for each sampled point and explicitly calculate
its distance from the corresponding canonical mesh vertex
like [1]. Besides, the encoder and decoder network in LED
are fully-convolutional and very shallow, thus is computa-
tionally much more efficient than other MLP-based defor-
mation fields [1, 27, 28].

3.3. Image Generation Module

The image generation module is composed of volume
rendering and texture refinement.

Volume Rendering. Given camera intrinsic parameters
and camera pose of driving image, we calculate the view
direction d of a pixel coordinate ph,wq. We first sam-
ple N points along this ray for stratified sampling. For-
mally, let pi “ o ` tid, i P t1, ..., Nu denote the sam-
pling points on the ray given camera origin o, and ti cor-
responds to the depth value of pi along this ray. For ev-
ery point pi, we first apply positional encoding γpqq “ă

sinp2lπqq, cosp2lπqq ą to it, and sample volume feature
F pp1

iq from multi-scale tri-planes at deformed point posi-
tion p1

i “ pi`∆pi, where ∆p P R3ˆN is the phˆH`wq-
th row vector of ∆P. Then F pp1

iq and γppiq are concate-
nated as fppiq “ rF pp1

iq, γppiqs and fed into a two-layer
MLP to predict color c and density σ of point pi. Finally,
the color of this pixel can be rendered as:

Cprq “

ż tf

tn

T ptqσprptqqfprptqqdt,

T ptq “ exp

ˆ

´

ż tf

tn

σprpsqqds

˙

,

(5)

where tn and tf indicate near and far bounds along the ray.
Texture Refinement. Since the texture details (e.g., teeth,
skin, hair, etc.) and the resolution of the rendered images
Iraw are limited, we design an refine network Grf with
encoder-decoder structure to improve them and generate
the final image Irf . Specifically, we use an identity ex-
tractor Eid to extract multi-scale texture features from the
source image, and inject them to the decoder of Grf through
SPADE [29]. Notably, Irf and Iraw are fed into two sepa-
rate discriminators for adversarial training. Details of the
refine network are illustrated in the supplementary.

4. Experiments and Results
4.1. Dataset Preprocessing and Metrics

Dataset Preprocessing. We conduct experiments over
three commonly used talking-head generation datasets (i.e.
VoxCeleb1 [26], VoxCeleb2 [8], TalkingHead-1KH [44]).
Each frame is cropped and aligned into 256 ˆ 256 to center
the talking portraits, their rotation angles are predicted with
Face-Alignment [5].
Metrics. We measure the quality of synthetic images using
structured similarity (SSIM), PSNR (masked, only com-
pare the region of face, hair, and torso), LPIPS [48], and
FID. Following the previous work [16,17], we adopt fidelity
metrics CSIM, PRMSE, AUCON to evaluate the identity
preservation of the source image, the accuracy of head poses
and the precision of expression, respectively.

Furthermore, we propose a new metric named aver-
age vertices distance (AVD) for better identity preservation
evaluation. To do this, we first obtain face meshes using [9]
and neutralize the impact of pose and expression by set-
ting the corresponding coefficients to 0. Then we calcu-
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canonical source mesh AVD-s/d: 0.017/0.029AVD-s/d: 0.027/0.030AVD-s/d: 0.032/0.026 AVD-s/d: 0.029/0.020 AVD-s/d: 0.026/0.018 canonical driving mesh
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canonical source mesh AVD-s/d: 0.037/0.020 AVD-s/d: 0.038/0.019 AVD-s/d: 0.038/0.021 AVD-s/d: 0.022/0.018 AVD-s/d: 0.006/0.033 canonical driving mesh AVD-s/d: 0.017/0.019 

Figure 4. Comparison of shape preservation with prior works. AVD-s/d indicate average vertices distance with source and driving
mesh. The first and third row contains the source, driving, and generated images. The second and fourth row includes the corresponding
canonical mesh of their above image. Best results are marked with yellow.

late the mesh vertices distance between generated face and
source face as AVD-s, and that between synthesized face
and driving face as AVD-d. As Fig. 4 illustrates, our ap-
proach outperforms other methods by exhibiting a lower
AVD-s and a higher AVD-d, which indicates that we can
preserve the source face shape effectively and not be swayed
by the driving face shape. Since AVD-d does not reflect
identity preservation, we only report AVD-s and abbreviate
it as AVD in future discussions.

4.2. Talking-Head Synthesis

Baselines. We compare our method against five state-of-
the-art methods, including 2D-warping-based methods:
FOMM [35], OSFV-S [44] (“-S” indicates the model
with SPADE [29] layers, which produces better results),
DaGAN [17] and 3D-based methods: ROME [21] (Mesh-
based), FNeVR [47] (NeRF-based). All results are obtained
by evaluating these method with their official code.
Self-Reenactment. We first compare the synthesized
results when the source and driving images are of the same
person. The quantitative results concerning the quality and
fidelity are listed in Tab. 1 and Tab. 2. It can be observed
that our method outperforms other state-of-the-arts on all
fidelity metrics. Fig. 5 displays the qualitative comparisons.
When head rotation is minimal, all generated results are
of similar quality, but as rotation increases, our method
produces images with significantly better quality.
Cross-Identity Reenactment. The cross-identity motion
transfer was performed on VoxCeleb1 [26], VoxCeleb2 [8]

SSIM Ò PSNR-M Ò LPIPS Ó

FOMM [35] 0.690 19.2 0.112
OSFV-S [44] 0.807 23.2 0.088
DaGAN [17] 0.748 21.8 0.092

ROME [21] 0.833 21.6 0.085
FNeVR [47] 0.801 21.1 0.092

Ours 0.862 21.9 0.084

Table 1. Comparisons with prior works on self-reenactment
(quality metrics) on the VoxCeleb1 dataset [26]. (Ò indicates
larger is better, while Ó indicates smaller is better.)

CSIM Ò AUCON Ò PRMSE Ó AVD Ó

FOMM [35] 0.837 0.872 2.88 0.021
OSFV-S [44] 0.911 0.934 1.81 0.014
DaGAN [17] 0.875 0.921 1.79 0.016

ROME [21] 0.906 0.918 1.68 0.013
FNeVR [47] 0.880 0.929 2.22 0.016

Ours 0.931 0.956 1.66 0.010

Table 2. Comparisons with prior works on self-reenactment
(fidelity metrics) on the VoxCeleb1 dataset [26].

and TalkingHead-1KH [44], where the source image and
the driving image contains different persons. The quanti-
tative results, as detailed in Tab. 3, show that our method
outperforms other methods substantially, conclusively af-
firming the positive impact of our proposed MGA and LED
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VoxCeleb1 [26] VoxCeleb2 [8] TalkingHead-1KH [44]
CSIM Ò AUCON Ò PRMSE Ó FID Ó AVD Ó CSIM Ò AUCON Ò PRMSE Ó FID Ó AVD Ó CSIM Ò AUCON Ò PRMSE Ó FID Ó AVD Ó

FOMM [35] 0.748 0.752 3.66 86 0.044 0.680 0.707 4.16 85 0.047 0.723 0.741 3.71 76 0.039
OSFV-S [44] 0.791 0.893 3.01 74 0.028 0.711 0.833 3.84 72 0.033 0.787 0.884 3.03 67 0.025
DaGAN [17] 0.790 0.880 3.06 87 0.036 0.693 0.815 3.93 86 0.040 0.766 0.872 2.98 73 0.035

ROME [21] 0.833 0.871 2.64 76 0.016 0.710 0.821 3.08 76 0.019 0.781 0.864 2.66 68 0.017
FNeVR [47] 0.812 0.884 3.32 82 0.041 0.699 0.829 3.90 84 0.047 0.775 0.879 3.39 73 0.037

Ours 0.876 0.917 2.62 57 0.012 0.787 0.889 2.91 61 0.014 0.828 0.901 2.60 52 0.011

Table 3. Comparisons with prior works on cross-identity reenactment with different datasets.
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Figure 5. Qualitative comparisons of self-reenactment on the
VoxCeleb1 dataset [26].

on image fidelity. Furthermore, Fig. 6 presents qualitative
results, where the source and driving images differ signif-
icantly in several attributes (head orientation, gender, fa-
cial shape, skin tone, etc.). As shown in the second and
third row of Fig. 6, previous works might generate images
with artifacts when the source and driving image have large
head rotations, while our method can still produce high-
fidelity results. Furthermore, the generated facial shape of
other methods is influenced by the driving image, while our
method effectively preserves the source face shape, show-
ing improved identity fidelity. Finally, our method exhibits
remarkable precision in imitating the expression of the driv-
ing image, as demonstrated in the last two rows of Fig. 6.

4.3. Free-View Synthesis

We also benchmark the face redirection capability of
our proposed Hide-NeRF with other free-view talking

CSIM Ò AUCON Ò PRMSE Ó AVD Ó

OSFV-S [44] 0.727 0.808 4.82 0.039
Ours 0.829 0.864 3.78 0.014

Table 4. Comparisons with OSFV [44] on cross-identity reenact-
ment under free-view generation with the VoxCeleb1 dataset [26].

head synthesis method [44]. Specifically, we render the
generated results with different view angles. In Tab. 4, we
evaluate by rendering results from varying views and av-
eraging the corresponding metrics. Our method overtakes
OSFV-S in free-view synthesis to a greater extent than
cross-identity reenactment, indicating superior face redi-
rection capability compared to OSFV-S. The difference in
CSIM is the most noticeable, where our method surpasses
OSFV-S by 0.102, demonstrating that our method can well
preserve identity information under different views. We
also exhibit some qualitative comparisons with OSFV-S on
the yaw angle extrapolation in Fig. 7. Our method produces
more realistic results. As seen in Fig. 7, our method
accurately imitates the mouth shape of the driving image
and preserves realistic details such as teeth. Despite large
divergence from the source image in the leftmost column,
our method maintains skin texture, while OSFV-S fails
to do so. Our method also retains expression consistency
under differing view angles, unlike OSFV-S, which has
mismatched eye gaze. Please consult the supplementary for
more qualitative comparisons.

4.4. Ablation Study

We also benchmark our performance gain upon different
modules. Specifically, we conduct four ablations about our
proposed MGA and LED. As for the MGA, we replace our
proposed multi-scale tri-plane representation with single-
scale tri-plane representation (w/o multi-scale). We also
test the effectiveness of the camera to world transformation
by deprecating it. Concerning the LED, we deploy a pose-
coupled SECC (w/o SECC), with R “ Rdri, t “ tdri.

Effectiveness of Multi-Scale Tri-Plane Representations.
Multi-scale representation brought more delicate features
concerning the identity (CSIM increased by 0.062) and ex-
pression details (AUCON increased by 0.065), but not sig-
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Figure 6. Qualitative comparisons of cross-identity reenactment on the VoxCeleb1 dataset [26]. Our method captures the driving
motion and preserves the identity information better.
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Figure 7. Qualitative comparisons of free-view generation on
the VoxCeleb1 dataset [26]. (Best view when zoomed in).

CSIM Ò AUCON Ò PRMSE Ó AVD Ó

w/o multi-scale 0.814 0.852 2.62 0.017
w/o cam2world 0.760 0.864 3.58 0.024
w/o SECC 0.802 0.879 3.06 0.018
Full 0.876 0.917 2.62 0.012

Table 5. Ablation Study over different modules.

nificant improvement for the head orientation(PRMSE). As
discussed, the camera-to-world transformation will relieve
the learning difficulty of the tri-plane representation, thus
brought much performance gain regarding different metrics.
Effectiveness of Decoupling Pose. As shown in Tab. 5,
coupling the pose with other information will be harm-
ful for the identity preservation (CSIM dropped by 0.074,
AVD increased by 0.006) and expression preciseness (AU-
CON dropped by 0.038). These results verify that our pro-
posed module benefits the fidelity of talking-head genera-
tion. Please consult the Supplementary Materials for more

qualitative comparisons about the ablation studies.

5. Conclusion
In this paper, we propose High-fidelity and Deformable

Neural Radiance Field (HiDe-NeRF) for high-fidelity and
free-view talking head synthesis. HiDe-NeRF learns a
multi-scale neural radiance field from one source image to
preserve identity information, and use a expression-aware
deformation field to model local non-rigid expression. Ab-
lation studies clearly show that the proposed modules can
benefit the motion transfer between two faces. We demon-
strate that our approach can achieve the state-of-the-art syn-
thesis quality on multiple benchmark datasets. Moreover,
our model can be easily applied to other modality-driven
(audio, text, etc.) talking head synthesis, by replacing the
inputs of the expression-aware deformation module. We
consider this virtue as fruitful avenues for future work.
Limitations. Our method has certain limitations. First, we
can’t handle the obvious facial occlusions in the source im-
age. Second, due to the pose bias in the training datasets,
we can not obtain satisfactory results with extreme poses.
Also, considering the social impact, being a face reenact-
ment method has the risk of misuse for “DeepFakes”.
Acknowledgement. This research is supported in part by
Shanghai AI Laboratory, National Natural Science Founda-
tion of China under Grant 62106183 and 62106182, Natu-
ral Science Basic Research Program of Shaanxi under Grant
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