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Abstract

The success of multi-task learning (MTL) can largely be attributed to the shared representation of related tasks, allowing the models to better generalise. In deep learning, this is usually achieved by sharing a common neural network architecture and jointly training the weights. However, the joint training of weighting parameters on multiple related tasks may lead to performance degradation, known as negative transfer. To address this issue, this work proposes an evolutionary multi-tasking neural architecture search (EMT-NAS) algorithm to accelerate the search process by transferring architectural knowledge across multiple related tasks. In EMT-NAS, unlike the traditional MTL, the model for each task has a personalised network architecture and its own weights, thus offering the capability of effectively alleviating negative transfer. A fitness re-evaluation method is suggested to alleviate fluctuations in performance evaluations resulting from parameter sharing and the mini-batch gradient descent training method, thereby avoiding losing promising solutions during the search process. To rigorously verify the performance of EMT-NAS, the classification tasks used in the empirical assessments are derived from different datasets, including the CIFAR-10 and CIFAR-100, and four MedMNIST datasets. Extensive comparative experiments on different numbers of tasks demonstrate that EMT-NAS takes 8% and up to 40% on CIFAR and MedMNIST, respectively, less time to find competitive neural architectures than its single-task counterparts.

1. Introduction

Many neural architecture search (NAS) algorithms [8, 16, 23, 56] have shown better performance on a specific task than manually designed deep neural networks [11, 14, 35, 51]. However, when the task (or dataset) changes, the NAS algorithm needs to be run again to find a new optimal network architecture for the new task, which is typical for single-task learning (STL).

By contrast, it has been shown that simultaneously learning multiple related tasks, known as multi-task learning (MTL) is beneficial [3, 52]. One class of MTL focuses on designing or training a single network to jointly solve multiple tasks formed by scene understanding (the same...
dataset) [38, 46], such as the NYU v2 dataset [37], the CityScapes dataset [4], and the Taskonomy dataset [48]. These tasks consist of semantic segmentation, surface normal prediction, depth prediction, keypoint detection and edge detection, which are known as multiple tasks that arise naturally [3]. Another typical scenario of MTL is inspired from human learning, where humans often transfer knowledge from one task to another related task, for example, the skills of playing squash and tennis could help each other to improve [52]. In this case, tasks may come from different datasets. More often than not, a pair of tasks from different datasets have a lower relatedness score than those from the same dataset [18]. This can be clearly shown if we analyse the task relatedness [1] between classification tasks from four medical datasets using the representation similarity analysis (RSA) [7]. The results of our analysis are presented in Fig. 2, from which we can see that the relatedness score becomes especially low when the datasets are from different data modalities, implying that MTL on tasks from different datasets is more challenging.

MTL is able to improve the performance of learning multiple related tasks by means of sharing common knowledge between tasks, including the network architecture and the weights of the model. Existing MTL designs one architecture for multiple tasks, although only a subset of that network architecture is practically used for each task. In other words, there are shares and differences between these subsets of model architectures [33]. In sharing the weights, if one or more tasks have a dominating influence in training the network weights, the performance of MTL may deteriorate on some of the dominated tasks, which is called negative transfer [40]. Therefore, this work aims to improve the performance of each task by finding a personalised network architecture for each task, thereby alleviating negative transfer resulting from the jointly trained weights.

Inspired by the successful research on multi-factorial evolutionary algorithms (MFEAs) [9], a recently proposed approach to knowledge transfer in evolutionary optimisation, this work designs an algorithm to separately search for a personalised network architecture and corresponding weight parameters for each task in the same search space. This way, knowledge transfer across different tasks can be achieved through crossover between these architectures to accelerate the search process on each task, provided that there are similarities between the multiple learning tasks.

**Contributions:** First, we propose an evolutionary multi-tasking NAS algorithm (EMT-NAS) for finding personalised network architectures for different tasks (datasets) in the same search space. Architectural knowledge transfer is achieved by optimising the supernet parameters of each task separately and recommending neural network architectures with good performance on their own task. Second, block-based crossover and bit-based mutation operations are designed to accommodate the transformation from a continuous space to a discrete space. Finally, a fitness re-evaluation method is introduced to alleviate fitness fluctuations over the generations resulting from parameter sharing and the mini-batch gradient descent based training to keep promising solutions. We present thorough experimental evaluations on different datasets, including medical classification benchmarks (PathMNIST, OrganMNIST, [Axial,Coronal,Sagittal]) [44] and popular image classification benchmarks (CIFAR-10, CIFAR-100, ImageNet), demonstrating the efficacy and the value of each component of EMT-NAS. Our results demonstrate that, unlike traditional MTL, it is feasible to search for personalised network architectures for multiple tasks through architectural knowledge transfer, obtaining better performance and requiring less search time compared with single-task learning.

![Task similarity matrix. The relatedness scores between four medical tasks are computed using ResNet-50 as a feature extractor. PathMNIST [44] is the tissue classification based on colorectal cancer histology slides, while OrganMNIST,[Axial,Coronal,Sagittal] [44] are organ classifications based on 3 types of 2D images formed by 3D computed tomography (CT) images. We observe that the relatedness between PathMNIST and OrganMNIST,[Axial,Coronal,Sagittal], respectively, are all smaller than that between OrganMNIST,[Axial,Coronal,Sagittal].](image)

**2. Related Work**

Below we summarise the similarities and differences with our work in the following themes.

**Multi-Task Learning** is designed to learn a network with shared representation from multiple tasks in deep learning. A major challenge in MTL is to balance the joint learning of all tasks to avoid negative transfer [40], motivated by [17] to balance the gradient magnitudes by setting the task-specific weights in the loss. The back-propagation loss function consists of a linear weighting of the losses for each task [18], as shown in Fig. 1a, which may additionally include purpose-specific losses, e.g., the sparsity and sharing of the architecture [38], or loss of generators [32]. Both the coefficients in the loss function and the complexity of the losses affect the final performance of the MTL.
MTL is considered as multi-objective optimisation, searching for the Pareto optimal solutions to avoid a linear weighting of different losses.

However, all above mentioned algorithms deal with tasks from the same dataset. In this work, updating of the weight parameters of the supernet for each task is independent, i.e., each task has an independent loss function. Rather than solving multiple tasks that arise naturally, the tasks in our MTL setting come from different datasets, or even have from different data modalities.

Transfer Learning establishes a mapping from the source domain to the target domain [15]. Model-based transfer learning is shown in Fig. 1b, where the first step pre-trains the model on the source dataset and the second step tunes the parameters of the pre-trained model on the target dataset. During the transfer, the model structure is also adjusted to adapt it to the target task [22]. Note that in the proposed framework, the architectural, rather than the weights parameters, is shared.

Neural Architecture Search has been shown to be effective in the search for network architectures for specific tasks. Three main search strategies have been adopted in NAS, namely reinforcement learning (RL) [6, 53, 57], evolutionary algorithms (EAs) [20, 24, 26, 30, 39], and gradient descent (GD) [25, 41, 43, 45]. With the help of parameter sharing [28], the performance of new neural architectures can be evaluated without training from scratch [31]. It should be pointed out that while parameter sharing can greatly reduce the computation time, it may lead to inaccurate performance assessments of candidate submodels [42] and so-called multi-model forgetting, when multiple models are subsequently trained [2]. Although parameter sharing combined with the mini-batch gradient descent method can further reduce the computation time, promising candidate neural architectures may get lost in evolutionary NAS due to strong fluctuations in performance caused by the mini-batch gradient descent method [50]. Therefore, in our work, a fitness re-evaluation method is proposed to alleviate fitness fluctuations in population iterations.

Evolutionary Multi-Tasking is proposed for solving numerical optimisation problems. When the function landscapes or optimal solutions of two tasks have a certain degree of similarity, promising candidate solutions belonging to one task may be helpful for the other task. Evolutionary multi-tasking has been extended to multi-objective [27], constrained multi-objective [29], and surrogate-assisted for expensive problems [21], and has been show to be effective for practical problems such as hyperspectral band selection [10] and multi-scene scheduling [49]. In this work, we use evolutionary multi-tasking for the first time to transfer architectural knowledge across multiple tasks from different datasets, and block-based crossover and bit-based mutation are designed to accommodate the transformation from a continuous space to a discrete space.

3. Proposed Work

3.1. Evolutionary Multi-Tasking Optimization

In an MFEA, each individual in the population belongs to only one of the tasks to be optimized, and knowledge transfer between tasks is realized with crossover at a probability between individuals belonging to different tasks. A multi-tasking optimization problem consisting of $K$ single-objective minimization tasks can be formulated as follows:

$$\{x_1^*, x_2^*, \ldots, x_K^*\} = \{\arg\min f_1(x_1), \arg\min f_2(x_2), \ldots, \arg\min f_K(x_K)\}$$

(1)

where $f_k(x_k), k = 1, 2, \ldots, K$ is the $k$-th task. $x_k^* = (x_{k,1}^*, x_{k,2}^*, \ldots, x_{k,D_M}^*), k = 1, 2, \ldots, K$ is the optimal solution of the $k$-th task, $D_M$ is the dimension of the $k$-th task.

3.2. Search Space and Architecture Encoding

To facilitate the transfer of architectural knowledge between multiple tasks, the same search space is used for multiple tasks, i.e., the candidate architectures are consistent for each task. Similar to [57], the search space is based on normal and reduced cells. And the optional operations in each block include depthwise-separable convolution, dilated convolution, max pooling, average pooling and identity. The chromosome of each individual encodes the structure of the block, i.e., four integer bits (the first two encoding the inputs, and the last two the operation) represent a block. The coding of the five blocks constitutes a cell coding. Since two types of cells are used, 40 integers in total are used to represent each neural architecture. More details can be found in Supplementary Material A.

3.3. EMT-NAS

The overall framework of the proposed EMT-NAS is presented in Fig. 3, where an evolutionary algorithm searches for optimal neural architectures for two different tasks at the same time. The main components of EMT-NAS are in the upper panel of Fig. 3, which is composed of randomly generated initial population, offspring generation by means of crossover and mutation according to the parents’ skill factor $\tau$ (see Section 3.4), and a top $K$ selection for each task as the environmental selection. The full pseudo code and a detailed description of EMT-NAS can be found in Supplementary Material B.

Each task has a set of supernet weights that do not affect each other. Sampled training is a method for continuous updating of the supernet weights on the training set based on weight sharing. For each mini-batch of the training data of each task at one epoch, one individual (representing one candidate architecture) belonging to this task will
Figure 3. The flow chart of EMT-NAS, where two tasks are used as an example. The difference with the single-tasking evolutionary algorithm is that each individual in the population may belong to the same or different tasks. In addition, each task has a separate set of weights for the supernet. The lower panel shows the sampled training based on a weight sharing method on the training set and the sampled evaluation based on a fitness re-evaluation method on the validation set. Best viewed in colour.

Figure 4. Block-based crossover and bit-based mutation.

be randomly sampled and trained on the mini-batch using the gradient based method. After training, sampled evaluating computes the fitness of the individual by calculating the classification accuracy on the validation data of the same task. Each individual is evaluated once on a random mini-batch of the corresponding task validation dataset. Hence, the computational cost of training the weighting parameters and evaluating the fitness can be significantly reduced.

3.4. Offspring Generation

Transfer of useful knowledge between tasks is the key reason for EMT-NAS to enhance its performance. As in MFEAs, knowledge transfer in EMT-NAS is realised through simultaneously evolving neural architectures for multiple related tasks in one population. More specifically, knowledge exchange across the tasks is achieved by performing crossover on individuals optimizing architectures on different tasks.

In reproduction, two parents will be selected each time at a probability proportional to the individuals’ fitness value. That is, the greater the fitness of an individual, the larger chance it will have to produce offspring. If the two selected parents belong to the same task, then crossover will be carried out to generate two offspring, both inheriting the same skill factor $\tau$ of their parents. In addition, mutation will also be applied to the two offspring to promote exploration.

When the pair of the selected parent individuals belong to different tasks, two different procedures will be carried out according to a predefined probability, called random mating probability (RMP). If a randomly generated number between 0 and 1 is less than $RMP$, a crossover operator will be applied to the two parents to generate two offspring, which are then mutated. The two tasks of the parents will be randomly assigned to one of the offspring at an equal probability. At a probability of $1-RMP$, only mutations will be performed on each of the two parents to generate two offspring. Consequently, the skill factor $\tau$ of each offspring is the same as that of its parent. The probability threshold $RMP$ is a parameter to be specified by the user and a sensitivity analysis of $RMP$ will be provided in the experimental Section 4.6.

Illustrative examples of the crossover and mutation are given in Fig. 4. For clarity, we only show a segment of the parent chromosome consisting of three blocks. There is a strong correlation between the input source and the operation of the connection, which has a great impact on the performance of the network structure [50]. In block-based crossover, the parent chromosomes $p_1$ and $p_2$, in blocks, are swapped at less than the crossover probability $CP$ to generate offspring $q_1$ and $q_2$. In bit-based mutation, the parent chromosome $q_i$, in bits, is randomly replaced from the candidate space at less than the mutation probability $MP$, generating offspring $o_i$. This is done by changing the input source or operation to improve the performance of the network architecture.
Figure 5. Empirical evaluations of the proposed fitness re-evaluation method on CIFAR-10 and CIFAR-100. In the figures, the red dashed lines denote the estimated fitness based on the sampled evaluation without re-evaluation ((a) and (b)) and with the proposed re-evaluation ((c) and (d)), while the blue solid lines denote the true fitness based on an accurate evaluation using all validation data. From these results, we can see that strong fluctuations in the true fitness of the network have been reduced when the proposed fitness re-evaluation is adopted.

3.5. Fitness Re-evaluation

There are two important reasons why the fitness re-evaluation method was proposed. First, when using the mini-batch gradient descent training, the sign of the gradient resulting from each mini-batch data may be inconsistent. Consequently, the performance of a network estimated using the sampled evaluating may fluctuate strongly over the generations. Second, such fluctuations are made even more serious because of parameter sharing adopted in training.

To examine this issue more closely, we plot the fitness (the validation accuracy) of the best individual from a typical run of evolutionary NAS on CIFAR-10 and CIFAR-100 simultaneously in Figs. 5a and 5b. We can observe that there is a big difference between the estimated and true validation accuracies and the true performance fluctuates strongly over the generations. As a result, promising individual may get lost because of the strong fitness fluctuations and inaccurate sampled evaluations.

To alleviate strong fluctuations in the fitness, we propose to use the fitness of the corresponding parent individual to modify the fitness of the offspring so that the increase or decrease will become less dramatic. Thus, the fitness of an offspring is modified as follows:

$$F = F_p + (F_o - F_p) \times \log_T t$$  \hspace{1cm} (2)

where, $F_o$, $F_p$, $F$ are the fitness value of the offspring, the fitness of the parent that generates the offspring, and the modified fitness of the offspring; $t = 2, \cdots, T$ is the current generation, and $T$ is the maximum number of generations. We call the modification of the offspring fitness according to Equation (2) fitness re-evaluation.

The logarithmic function in Eq. 2 is based on $T$, which increases to 1.0 as $t$ increases. Thus, $F_o - F_p$ will be penalised by the logarithm function. Now we re-run the evolutionary NAS on the two tasks (CIFAR-10 and CIFAR-100) by applying the fitness re-evaluation method, and the true fitness as well as the re-evaluated fitness using the sampled validation of the best individual are plotted in Figs. 5c and 5d. From these results, we can see that the individual’s true fitness value improves more steadily when the proposed fitness re-evaluation method is adopted, indicating that the modified fitness evaluated based on the sampled evaluating can better reflect the true fitness of the individuals.

4. Experimental Results

4.1. Experimental Settings

To validate the effectiveness of our approach, we set single-tasking (evolutionary single-tasking based NAS) as the baseline. Most of the experiments are conducted on MedMNIST [44], which is a collection of 10 pre-processed medical datasets. We selected the PathMNIST dataset of colon pathology, OrganMNIST_Axial, OrganMNIST_Coronal, and OrganMNIST_Sagittal through different processing methods in abdominal CT along three axes. We use these four tasks to construct multitasks with task numbers of 2, 3 and 4, respectively. We also conduct experiments on CIFAR-10 and CIFAR-100 [19], and then transfer the searched best network architecture to ImageNet [34] to explore its effectiveness. For the sake of simplicity, we denote PathMNIST, OrganMNIST_Axial, OrganMNIST_Coronal, OrganMNIST_Sagittal, CIFAR-10, and CIFAR-100 as Path, Organ_A, Organ_C, Organ_S, C-10, and C-100. Similar to [57], the cross-entropy loss function is used for the six tasks and the parameter settings are presented in Table 1 for the search phase. For fair comparisons, the same parameters as in EMT-NAS are maintained for single tasks during the search phase and retraining phase. All experiments are statistical results of five independent runs with an exception to the results on ImageNet, where all experiments were run once only on 1 Nvidia GeForce RTX 2080Ti due to limited computational resources. More details are given in Supplementary Material C.

4.2. Medical Multi-Tasking

Here, we evaluate the network architectures searched by Single-Tasking and EMT-NAS on the medical multi-tasking. The results when the number of tasks varies from two to
four in comparison to the corresponding single tasks are given in Table 2. In the top rows of the table, the results of the first five results on the four medical datasets taken from [44] are listed. SI-EvoNAS [50] is a state-of-the-art evolutionary NAS algorithm. Single-Tasking is an evolutionary single-tasking algorithm that we have implemented as the baseline. In column GPU Days (%), the reduction in the runtime of EMT-NAS relative to the corresponding Single-Tasking are listed as a percentage.

From Table 2, it is clear that the classification accuracy of the neural architectures found by EMT-NAS is higher than the networks found by all single-tasking NAS on the corresponding tasks, and the search time is reduced by 11%-40% compared to the baseline. This demonstrates that it is possible to improve the performance of each task through architectural knowledge transfer only. In addition, the best classification accuracy of the network architecture has been obtained when the number of tasks is three. That shows which tasks and how many tasks are formulated as a multi-tasking problem will influence the performance of algorithm in solving each of the individual tasks.

**Multi-tasking with the same data modality:** EMT-NAS (numbered \(4, 5, 6, 7\)) searched for network architectures with a higher classification accuracy than those found by Single-Tasking. As described in [44], crop 2D images from the center slices of the 3D CT bounding boxes in axial/coronal/sagittal views (planes) are obtained in datasets Organ_A, Organ_C, and Organ_S. Therefore, these datasets are correlated, and it is reasonable to make use of the common knowledge of these datasets to improve classification accuracy. In addition, \(7\) VS \(4, 5, \) and \(6\), respectively, have the best performance on Organ_A, Organ_C, and Organ_S. This demonstrates that the three tasks enhance each other to a greater extent than two by two. Therefore, architectural knowledge transfer works well for different datasets of the same data modality.

**Multi-tasking with different data modalities:** The classification accuracy of EMT-NAS (numbered \(1, 2, 3, 8, 9, \) and \(10\)) are slightly higher than that of EMT-NAS (numbered \(4, 5, \) and \(6\)) on Organ_A, Organ_C, and Organ_S datasets, respectively. From [44], we know that Path is for predicting survival from colorectal cancer histology slides, which means that Organ_A, Organ_C, and Organ_S can benefit more from Path. By contrast, EMT-NAS has transferred different degrees of useful knowledge from Organ_A, Organ_C, and Organ_S, respectively, to Path. From the table, we can observe that the classification accuracy of EMT-NAS (numbered \(1, 2 \) and \(3\)) decreases sequentially on PATH. Organ_A, Organ_C, and Organ_S are obtained by different processing methods in abdominal CT along three axes, so their data characteristics are different. Clearly, Path and Organ_A are most beneficial to each other. This also corroborates with the task relational analysis in Fig. 2. Therefore, although these datasets are from different data modalities and are weakly correlated, they can still improve their respective performance through architectural knowledge transfer.

### 4.3. CIFAR-10 and CIFAR-100

We again used RSA in Fig. 2 to analyse the task relatedness between C-10 and C-100, with a task relatedness score of 0.38. C-100 is made up of 20 classes (each containing five subclasses), while C-10 is 10 classes. The results show that ResNet-50, trained on C-100, extracts many different features from the same image compared to those trained on C-10. Therefore, C-10 and C-100 are differentiated.

The representative algorithms can be roughly divided into four categories, namely manually designed, RL-based, GD-based, and EAs-based. The comparative results on C-10 and C-100 are listed in Table 3. Note that all algorithms are meant for single-tasking search, i.e., they either search for an optimal network architecture on C-10 and C-100, respectively, or search on C-10 and then the found architectures are transferred to C-100. By contrast, EMT-NAS searches for optimal neural architectures simultaneously on C-10 and C-100, and therefore, the GPU days of EMT-NAS is the total time for searching for both architectures.

In Table 3, EMT-NAS stacks normal blocks twice, while EMT-NAS\(\dagger\) stacks three times. EMT-NAS searched the network architecture's on C-10 and C-100 with a higher clas-

---

**Table 1. A summary of hyper-parameter settings.**

<table>
<thead>
<tr>
<th>Search space</th>
<th>Parameters</th>
<th>Settings (MedMNIST/CIFAR)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial channels</td>
<td>Repetitions of cells</td>
<td>48/20</td>
</tr>
<tr>
<td>Batch size for training</td>
<td>128</td>
<td></td>
</tr>
<tr>
<td>Batch size for validation</td>
<td>1000</td>
<td></td>
</tr>
<tr>
<td>Weight decay</td>
<td>1.00E-04</td>
<td></td>
</tr>
<tr>
<td>Gradient descent</td>
<td>Dropout</td>
<td>0.1</td>
</tr>
<tr>
<td></td>
<td>Momentum</td>
<td>0.9</td>
</tr>
<tr>
<td></td>
<td>Initial learning rate</td>
<td>0.1</td>
</tr>
<tr>
<td></td>
<td>Learning rate schedule</td>
<td>Cosine Annealing</td>
</tr>
</tbody>
</table>

**Table 2. Comparison on MedMNIST.**

<table>
<thead>
<tr>
<th>Index</th>
<th># Tasks</th>
<th>Model</th>
<th>Path (%)</th>
<th>Organ_A (%)</th>
<th>Organ_C (%)</th>
<th>Organ_S (%)</th>
<th>GPU Days (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>ResNet-18 [11]</td>
<td>84.4</td>
<td>92.1</td>
<td>88.9</td>
<td>76.2</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>EMT-NAS (Ours)</td>
<td>91.4±0.5</td>
<td>95.1±0.2</td>
<td>91.5±0.3</td>
<td>-11.0</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>EMT-NAS (Ours)</td>
<td>92.4±0.7</td>
<td>93.3±0.3</td>
<td>89.3±0.5</td>
<td>-18.4</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>EMT-NAS (Ours)</td>
<td>90.5±0.9</td>
<td>95.0±0.4</td>
<td>89.5±0.6</td>
<td>-12.8</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>EMT-NAS (Ours)</td>
<td>94.2±0.2</td>
<td>89.5±0.2</td>
<td>81.7±0.5</td>
<td>-28.4</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>2</td>
<td>EMT-NAS (Ours)</td>
<td>92.3±0.1</td>
<td>91.4±0.3</td>
<td>81.2±0.4</td>
<td>-25.0</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>2</td>
<td>EMT-NAS (Ours)</td>
<td>91.7±0.5</td>
<td>90.3±0.2</td>
<td>80.2±0.3</td>
<td>-25.1</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>2</td>
<td>EMT-NAS (Ours)</td>
<td>91.4±0.3</td>
<td>90.5±0.2</td>
<td>82.2±0.5</td>
<td>-25.6</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>3</td>
<td>EMT-NAS (Ours)</td>
<td>92.5±0.3</td>
<td>92.4±0.2</td>
<td>81.4±0.4</td>
<td>-25.8</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>3</td>
<td>EMT-NAS (Ours)</td>
<td>91.4±0.5</td>
<td>92.3±0.3</td>
<td>81.8±0.3</td>
<td>-29.6</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>3</td>
<td>EMT-NAS (Ours)</td>
<td>91.9±0.4</td>
<td>91.0±0.2</td>
<td>92.3±0.2</td>
<td>-31.8</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>3</td>
<td>EMT-NAS (Ours)</td>
<td>91.2±0.3</td>
<td>91.8±0.3</td>
<td>81.4±0.5</td>
<td>-31.3</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>3</td>
<td>EMT-NAS (Ours)</td>
<td>91.2±0.3</td>
<td>91.8±0.3</td>
<td>81.4±0.5</td>
<td>-31.4</td>
<td></td>
</tr>
</tbody>
</table>

---

**Table 3. Comparative results on different data modalities.**

<table>
<thead>
<tr>
<th>Index</th>
<th># Tasks</th>
<th>Model</th>
<th>Path (%)</th>
<th>Organ_A (%)</th>
<th>Organ_C (%)</th>
<th>Organ_S (%)</th>
<th>GPU Days (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>Single-Tasking (Baseline)</td>
<td>87.4±2.9</td>
<td>94.0±0.7</td>
<td>91.5±0.8</td>
<td>80.7±0.5</td>
<td>+00.0</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>EMT-NAS (Ours)</td>
<td>91.4±0.5</td>
<td>95.1±0.2</td>
<td>91.5±0.3</td>
<td>-11.0</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>EMT-NAS (Ours)</td>
<td>92.4±0.7</td>
<td>93.3±0.3</td>
<td>89.3±0.5</td>
<td>-18.4</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>3</td>
<td>EMT-NAS (Ours)</td>
<td>90.5±0.9</td>
<td>95.0±0.4</td>
<td>89.5±0.6</td>
<td>-12.8</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>3</td>
<td>EMT-NAS (Ours)</td>
<td>94.2±0.2</td>
<td>89.5±0.2</td>
<td>81.7±0.5</td>
<td>-28.4</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>3</td>
<td>EMT-NAS (Ours)</td>
<td>92.3±0.1</td>
<td>91.4±0.3</td>
<td>81.2±0.4</td>
<td>-25.0</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>3</td>
<td>EMT-NAS (Ours)</td>
<td>91.7±0.5</td>
<td>90.3±0.2</td>
<td>82.2±0.5</td>
<td>-25.1</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>3</td>
<td>EMT-NAS (Ours)</td>
<td>91.4±0.3</td>
<td>90.5±0.2</td>
<td>82.2±0.5</td>
<td>-25.6</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>3</td>
<td>EMT-NAS (Ours)</td>
<td>91.9±0.4</td>
<td>91.0±0.2</td>
<td>92.3±0.2</td>
<td>-31.8</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>3</td>
<td>EMT-NAS (Ours)</td>
<td>91.2±0.3</td>
<td>91.8±0.3</td>
<td>81.4±0.5</td>
<td>-31.3</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>3</td>
<td>EMT-NAS (Ours)</td>
<td>91.2±0.3</td>
<td>91.8±0.3</td>
<td>81.4±0.5</td>
<td>-31.4</td>
<td></td>
</tr>
</tbody>
</table>
sification accuracy than Single-Tasking (baseline), demonstrating that architecture knowledge transfer can effectively improve performance on C-10 and C-100. Compared to other NAS algorithms, our approach achieves better performance and more compact network architectures searched on C-10 and C-100 through architectural knowledge transfer, except for ENAS and NASNet-A on C-10. However, the models found by EMT-NAS have only two-thirds the number of parameters of models found by ENAS. On the other hand, NASNet-A consumes about 4,700 times more GPU days than EMT-NAS. These indicate that our approach can achieve a good performance-complexity trade-off. We also analysed two baselines for joint training (shared or unshared network architectures) in Supplementary Material D. The performance of the algorithms has degraded as data from different tasks are used to update the same supernet.

### 4.4. Transferability to ImageNet

As done in [25], we transferred the best network architectures found on C-10 and C-100 to ImageNet for training from scratch, to further validate the transferability of the architectures searched by EMT-NAS. The results comparing EMT-NAS with 15 models (or their variants) on ImageNet are given in Table 4. EMT-NAS-4-C-100 has a lower number of model parameters (2.49M) than all compared algorithms, while it has a higher top-1 accuracy (74.25%) except for MobileNetV-3, MobileNetV2-1.0+CA, RepVGG-A1, AutoSpace, PC-DARTS and MUXNet-m. For better performance, we change the number of normal cells stacked from two to three to get EMT-NAS-C-100†. The top-1 accuracy of EMT-NAS-C-100† is 75.44%, which again surpasses the accuracy of the rest of the algorithms, and the number of model parameters is 3.25M. This demonstrates that EMT-NAS has good transferability between the network architectures searched on C-10 and C-100.

### 4.5. Ablation Studies

To verify the effectiveness of the evolutionary multi-tasking NAS algorithm and the fitness re-evaluation method, four algorithms are compared, namely evolutionary single-Tasking NAS, which serves as the baseline (denoted as Single-tasking in Table 5), evolutionary single-tasking NAS with the fitness re-evaluation method, called Single-Tasking+Reeval, evolutionary multi-tasking NAS without fitness re-evaluation, called Multi-Tasking, and evolutionary multi-tasking NAS with the fitness re-evaluation method, denoted as Multi-Tasking+Reeval.

### Evolutionary Multi-Tasking:

By comparing the results of Single-tasking and Multi-Tasking (1) vs (4) and (2) vs (3), evolutionary multi-tasking NAS can improve the performance on both C-10 and C-100, confirming the effectiveness of knowledge transfer when simultaneously searching for the optimal neural architectures on similar tasks.

### Fitness Re-Evaluation:

By comparing the results with and without fitness re-evaluation (4) vs (3) and (2) vs (1), we can see that the proposed fitness re-evaluation method improves the performance on both C-10 and C-100. This confirms that the fitness re-evaluation method is effective in enhancing the performance by alleviating fitness fluctuations in the search based on sampled evaluations.

### Search Efficiency:

We take the total runtime of Single-Tasking, and count the percentage increase or decrease of the other three algorithms relative to it. We also calculate three parts of the runtime, including time for training model parameters on the training dataset, time for evaluating model performance on the validation dataset, and time for searching. First, we note that the time taken by the evolutionary multi-tasking is reduced by 50% compared to single-tasking (1) vs (4) and (2) vs (3). Because the compu-
tional complexity of the Evolutionary Multi-Tasking and Single-Tasking algorithms is almost the same, except for the time spent on training and evaluation. Second, (3) vs (1) and (4) vs (2), the time spent on the evaluation is reduced by about 36%. The population size and the number of generations are the same for single and multi-tasking, i.e., the number of fitness evaluations is the same, so that the total time to optimise multiple tasks simultaneously will be less than the sum of the runtimes when the tasks are optimised one by one. Finally, (4) vs (3) and (2) vs (1) with a small percentage reduction in the training time. To investigate this further, we reproduce the sampled training process and chose two model metrics, namely the number of parameters and the number of floating point operations (FLOPs). Specifically, when each network architecture was trained once, two metrics were recorded until five runs of the algorithm have stopped, and then averaged and listed in the column Average Params (M) and Average FLOPs (M) of Table 5, respectively. The results show a small reduction in the average number of parameters and the average FLOPs for both (4) vs (3) and (2) vs (1). It is assumed that the fitness re-evaluation method allows the algorithm to favour network architectures consisting of operations with a small number of parameters or a low computational complexity in the search process. This may explain the fact that introducing the fitness re-evaluation method can reduce the time spent by the model on the training set by a small amount. Overall, EMT-NAS consumes less runtime than its single-task counterparts.

Model Transferability: We transferred the network architectures that Single-tasking and Single-tasking+Reeval searched on C-10 and C-100, respectively, to C-100 and C-10 for retraining. The results are presented in column Transfer (%), which show that through transfer learning, the performance of the network architectures on the new dataset is much lower than that of the network architectures obtained by evolutionary multi-tasking NAS (Multi-Tasking and Multi-Tasking+Reeval) search. Therefore, evolutionary multi-tasking NAS is more competitive than evolutionary single-tasking NAS with transfer learning.

4.6. Sensitivity Analysis

In EMT-NAS, $RMP$ is a key parameter that controls the degree of knowledge transfer between tasks. Here, we set the random mating probability $RMP = 0, 0.1, 0.2, 0.3, 0.4, 0.5$ and note that when $RMP = 0$, two single tasks run in the same population without any knowledge transfer between the tasks. Table 6 shows that the validation and test accuracies increase as $RMP$ increases in the beginning, and then decrease as $RMP$ becomes larger, indicating that too much or too little knowledge transfer between tasks can degrade the performance of EMT-NAS. The best performance was achieved on the validation set and test set when $RMP = 0.3$.

We also analysed the influence of the population size, crossover and mutation probabilities, and the number of generations on the performance. The results are presented in Supplementary Material E.

## 5. Conclusion

In this work, evolutionary multi-tasking is applied to NAS for the first time. Extensive experiments have demonstrated that for multiple classification tasks from different datasets (data modalities), architectural knowledge transfer and fitness re-evaluation method allow EMT-NAS to outperform each task obtained simultaneously over a single task, and that the runtime of EMT-NAS is less than the sum of the runtimes of solving multiple single tasks independently. Although this work achieves implicit architectural knowledge transfer, more precise, explicit knowledge transfer between tasks in evolutionary multi-tasking NAS is desirable and will be investigated in the future.
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