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Abstract

Improving the generalization ability of Deep Neural Networks (DNNs) is critical for their practical uses, which has been a longstanding challenge. Some theoretical studies have uncovered that DNNs have preferences for some frequency components in the learning process and indicated that this may affect the robustness of learned features. In this paper, we propose Deep Frequency Filtering (DFF) for learning domain-generalizable features, which is the first endeavour to explicitly modulate the frequency components of different transfer difficulties across domains in the latent space during training. To achieve this, we perform Fast Fourier Transform (FFT) for the feature maps at different layers, then adopt a light-weight module to learn attention masks from the frequency representations after FFT to enhance transferable components while suppressing the components not conducive to generalization. Further, we empirically compare the effectiveness of adopting different types of attention designs for implementing DFF. Extensive experiments demonstrate the effectiveness of our proposed DFF and show that applying our DFF on a plain baseline outperforms the state-of-the-art methods on different domain generalization tasks, including close-set classification and open-set retrieval.

1. Introduction

Domain Generalization (DG) seeks to break through the i.i.d. assumption that training and testing data are identically and independently distributed. This assumption does not always hold in reality since domain gaps are commonly seen between the training and testing data. However, collecting enough training data from all possible domains is costly and even impossible in some practical environments. Thus, learning generalizable feature representations is of high practical value for both industry and academia.

Recently, a series of research works \cite{78} analyze deep learning from the frequency perspective. These works, represented by the F-Principle \cite{75}, uncover that there are different preference degrees of DNNs for the information of different frequencies in their learning processes. Specifically, DNNs optimized with stochastic gradient-based methods tend to capture low-frequency components of the training data with a higher priority \cite{74} while exploiting high-frequency components to trade the robustness (on unseen domains) for the accuracy (on seen domains) \cite{66}. This observation indicates that different frequency components are of different transferability across domains.

In this work, we seek to learn generalizable features from a frequency perspective. To achieve this, we conceptualize Deep Frequency Filtering (DFF), which is a new technique capable of enhancing the transferable frequency components and suppressing the ones not conducive to generalization in the latent space. With DFF, the frequency components of different cross-domain transferability are dynamically modulated in an end-to-end manner during training. This is conceptually simple, easy to implement, yet remarkably effective. In particular, for a given intermediate feature, we apply Fast Fourier Transform (FFT) along its spatial dimensions to obtain the corresponding frequency representations where different spatial locations correspond to different frequency components. In such a frequency domain, we are allowed to learn a spatial attention map and multiply it with the frequency representations to filter out the components adverse to the generalization across domains.

The attention map above is learned in an end-to-end manner using a lightweight module, which is instance-adaptive. As indicated in \cite{66, 74}, low-frequency components are relatively easier to be generalized than high-frequency ones while high-frequency components are commonly exploited to trade robustness for accuracy. Although this phenomenon can be observed consistently over different instances, it does not mean that high-frequency com-
ponents have the same proportion in different samples or have the same degree of effects on the generalization ability. Thus, we experimentally compare the effectiveness of task-wise filtering with that of instance-adaptive filtering. Here, the task-wise filtering uses a shared mask over all instances while the instance-adaptive filtering uses unshared masks. We find the former one also works but is inferior to our proposed design by a clear margin. As analyzed in [10], the spectral transform theory [32] shows that updating a single value in the frequency domain globally affects all original data before FFT, rendering frequency representation as a global feature complementary to the local features learned through regular convolutions. Thus, a two-branch architecture named Fast Fourier Convolution (FFC) is introduced in [32] to exploit the complementarity of features in the frequency and original domains with an efficient ensemble. To evaluate the effectiveness of our proposed DFF, we choose this two-branch architecture as a base architecture and apply our proposed frequency filtering mechanism to its spectral transform branch. Note that FFC provides an effective implementation for frequency-space convolution while we introduce a novel frequency-space attention mechanism. We evaluate and demonstrate our effectiveness on top of it.

Our contributions can be summarized in the following:

• We discover that the cross-domain generalization ability of DNNs can be significantly enhanced by a simple learnable filtering operation in the frequency domain.
• We propose an effective Deep Frequency Filtering (DFF) module where we learn an instance-adaptive spatial mask to dynamically modulate different frequency components during training for learning generalizable features.
• We conduct an empirical study for the comparison of different design choices on implementing DFF, and find that the instance-level adaptability is required when learning frequency-space filtering for domain generalization.

2. Related Work
2.1. Domain Generalization

Domain Generalization (DG) aims to improve the generalization ability of DNNs from source domains to unseen domains, which is widely needed in different application scenarios. The challenges of DG have been addressed from data, model, and optimization perspectives. From the data perspective, augmentation [28, 45, 52, 56, 57] and generation [61, 65, 87] technologies are devised to increase the diversity of training samples so as to facilitate generalization. From the model perspective, some efforts are made to enhance the generalization ability by carefully devising the normalization operations in DNNs [44, 53, 60] or adopting an ensemble of multiple expert models [47, 88]. From the optimization perspective, there are many works designing different training strategies to learn generalizable features. which is a dominant line in this field. To name a few, some works learn domain-invariant feature representations through explicit feature alignment [21, 31, 51], adversarial learning [20, 22, 40], gradient-based methods [3, 33, 41], causality-based methods [39] or meta-learning based method [69], etc. In this work, we showcase a conceptually simple operation, i.e., learnable filtration in the frequency domain, can significantly strengthen the generalization performance on unseen domains, verified on both the close-set classification and open-set retrieval tasks.

2.2. Frequency Domain Learning

Frequency analysis has been widely used in conventional digital image processing for decades [4, 55]. Recently, frequency-based operations, e.g., Fourier transform, set forth to be incorporated into deep learning methods for different purposes in four aspects: 1) accelerating the training or facilitating the optimization of DNNs [12, 36, 49, 52, 56, 57]; 2) achieving effective data augmentation [28, 45, 73, 76]; 3) learning informative representations of non-local receptive fields [10, 48, 59, 63, 77]; 4) helping analyze and understand some behaviors of DNNs [66, 74, 75, 78] as a tool. As introduced before, prior theoretical studies from the frequency perspective uncover that different frequency components are endowed with different priorities during training and contribute differently to the feature robustness. This inspires us to enhance the generalization ability of DNNs through modulating different frequency components.

In [10], for intermediate features, a $1 \times 1$ convolution in the frequency domain after FFT to learn global representations. However, such global representations capture global characteristics while losing local ones, thus have been demonstrated complementary with the features learned in the original latent space. To address this, a two-branch architecture is proposed in [10] to fuse these two kinds of features. This problem also exists in our work but is not our focus. Thereby, we adopt our proposed frequency filtering operation in the spectral transform branch of the two-branch architecture proposed in [10] for effectiveness evaluation. Besides, in [59], a learnable filter layer is adopted to self-attention (i.e., transformer) to mix tokens representing different spatial locations, which may seem similar with ours at its first glance but is actually not. The learnable filter in [59] is implemented by network parameters that of ours is the network output thus instance-adaptive. We theoretically analyze and experimentally compare them in the following sections. Besides, with a different purpose from token mixing, we are devoted to improve the generalization ability of DNNs.
2.3. Attention Mechanisms

Attention has achieved great success in many visual tasks. It can be roughly categorized into selective attention [5, 27, 30, 58, 67, 71, 81, 82, 89] and self-attention [1, 6, 7, 17, 19, 30, 54, 68] upon their working mechanisms. The former one explicitly learns a mask to enhance task-beneficial features and suppress task-unrelated features. In contrast, self-attention methods commonly take affinities of tokens as the attentions weights to refine the token representations via message passing, wherein the attention weights can be understood to model the importance of other tokens for the query token. Our proposed frequency filtering is implemented with a simple selective attention applied in the frequency domain for the intermediate features of DNNs. There have been a few primary attempts [58, 89] exploiting frequency representations to learn more effective attention. In these works [58, 89], channel attention weights are proposed to learned from multiple frequency components of 2D DCT, where they are still used to modulate channels in the original feature space. In our work, we further investigate the frequency filtering where the the learning and using of attention weights are both in the frequency domain. We make the first endeavour to showcase the effectiveness of such a conceptually simple mechanism for the DG field, and would leave more delicate designs of attention model architectures for the frequency domain in our future work.

3. Deep Frequency Filtering

3.1. Problem Definition and Core Idea

In this paper, we aim to reveal that the generalization ability of DNNs to unseen domains can be significantly enhanced through an extremely simple mechanism, i.e., an explicit frequency modulation in the latent space, named Deep Frequency Filtering (DFF). To shed light on this core idea, we first introduce the problem definition of Domain Generalization (DG) as preliminaries. Given K source domains \( D_s = \{D_s^1, D_s^2, \ldots, D_s^K \} \), where \( D_s^k = (x_i^k, y_i^k)^N_k \) denotes the k-th domain consisting of \( N_k \) samples \( x_i^k \) with their corresponding labels \( y_i^k \), the goal of DG is to enable the model trained on source domains \( D_s \) perform as well as possible on unseen target domains \( D_t \), without additional model updating using the data in \( D_t \). When different domains share the same label space, it corresponds to a closed-set DG problem, otherwise an open-set problem.

As introduced before, the studies for the behaviors of DNNs from the frequency perspective [66, 74, 75] have uncovered that the DNNs have different preferences for different frequency components of the learned intermediate features. The frequency characteristics affect the trade-off between robustness and accuracy [66]. This inspires us to improve the generalization ability of DNNs through modulating different frequency components of different transformer difficulties across domains during training. Achieved by a simple filtering operation, transferable frequency components are enhanced while the components prejudice to cross-domain generalization are suppressed.

3.2. Latent Frequency Representations

Different from previous frequency-based methods [45, 73, 76] applied in the pixel space (i.e., the side of inputs), we adopt our proposed filtering operation in the latent space. In this section, we briefly recall a conventional signal processing tool Fast Fourier Transform (FFT). We adopt it for obtaining the feature representations in the frequency domain, then discuss the characteristics of such representations.

Given the intermediate features \( X \in \mathbb{R}^{C \times H \times W} \), we perform a 2D fast Fourier transform (i.e., an accelerated version [14] of 2D discrete Fourier transform) for each channel independently to get the corresponding frequency representations \( X_F \in \mathbb{R}^{2C \times H \times (\frac{W}{2} + 1)} \). We formulate this transform \( X_F = FFT(X) \) as below (where the channel dimension is omitted for brevity):

\[
X_F(x, y) = \sum_{h=0}^{H-1} \sum_{w=0}^{W-1} X(h, w) e^{-j2\pi(x \cdot \delta_H + y \cdot \delta_W)}.
\]

The frequency representation \( X_F \) can be transferred to the original feature space via an inverse FFT, succinctly expressed as \( X = iFFT(X_F) \), which can be formulated as:

\[
X(h, w) = \frac{1}{H \cdot W} \sum_{h=0}^{H-1} \sum_{w=0}^{W-1} X_F(x, y) e^{j2\pi(x \cdot \delta_H + y \cdot \delta_W)}.
\]

The \( X_F \in \mathbb{R}^{2C \times H \times (\frac{W}{2} + 1)} \) above denotes the frequency representation of \( X \in \mathbb{R}^{C \times H \times W} \), which concatenates the real and imaginary parts after FFT (each one has \( C \) channels). Besides, thanks to the conjugate symmetric property of FFT, \( X_F \) only needs retain the half of spatial dimensions thus has a spatial resolution of \( H \times (\lfloor \frac{W}{2} \rfloor + 1) \). For the frequency representation \( X_F \), there are two utilizable properties: 1) Different frequency components of the original feature \( X \) are decomposed into elements at different spatial locations of \( X_F \), which could be viewed as a frequency-based disentanglement and re-arrangement for \( X \). This property makes the learning in frequency domain efficient in practice, and more importantly, allows us to achieve frequency filtering with a simple devised spatial attention module. 2) \( X_F \) is a naturally global feature representation, as discussed in [10], which can facilitate the suppression of globally distributed domain-specific information, such as illumination, imaging noises, etc. Next, we shed light on the specific filtering operation on \( X_F \).

3.3. Latent-space Frequency Filtering

Our goal is to adaptively modulate different frequency components over different network depths during training.
We thus propose to apply a frequency filtering operation on \( X_F \) to enhance the transferable components while suppressing the generalization-detrimental ones. Thanks to the first hallmark of \( X_F \) discussed in Sec. 3.2, the frequency filtering operation is allowed to be implemented with a spatial attention on \( X_F \). Given a frequency representation \( X_F \in \mathbb{R}^{2C \times H \times (\lceil \frac{W}{2} \rceil + 1)} \), the proposed frequency filtering mechanism is formulated as follows:

\[
X_F' = X_F \otimes M_S(X_F),
\]

where \( \otimes \) denotes element-wise multiplication. \( M_S(\cdot) \) refers to the attention module to learn a spatial mask with a resolution of \( H \times (\lceil \frac{W}{2} \rceil + 1) \). This mask is copied along the channel dimension of \( X_F \) accordingly for the element-wise multiplication, filtering out the components adverse to the generalization in \( X_F \). The frequency feature after filtering is denoted by \( X_F' \). Our contributions lie in revealing such a frequency filtering operation in the latent space can bring impressive improvements for DG, although using a lightweight attention architecture designed for the features in original latent space [71] to implement \( M_S(\cdot) \). This provides another alternative to the field of DG, which is conceptually simple, significantly effective, but previously unexplored. Besides, we further conduct an empirical study to investigate the effectiveness of different attention types in implementing our conceptualized deep frequency filtering in the experiment section. The specific architecture design for the attention module is not our current focus, but is worth being explored in the future.

Here, we introduce an extremely simple instantiation for Eq. (3). We use this for verifying our proposed concept deep frequency filtering in this paper. For \( X_F \in \mathbb{R}^{2C \times H \times (\lceil \frac{W}{2} \rceil + 1)} \) that consists of real and imaginary parts after FFT, inspired by the attention architecture design in [71], we first adopt a \( 1 \times 1 \) convolutional layer followed by Batch Normalization (BN) and ReLU activation to project \( X_F \) to an embedding space for the subsequent filtration. After embedding, as shown in Fig. 1, we follow the spatial attention architecture design in [71] to aggregate the information of \( X_F \) over channels using both average-pooling and max-pooling operations along the channel axis, generating two frequency descriptors denoted by \( X_F^{avg} \) and \( X_F^{max} \), respectively. These two descriptors can be viewed as two compact representations of \( X_F \) in which the information of each frequency component is compressed separately by the pooling operations while the spatial discriminability is still preserved. We then concatenate \( X_F^{avg} \) with \( X_F^{max} \) and use a large-kernel \( 7 \times 7 \) convolution layer followed by a sigmoid function to learn the spatial mask. Mathematically, this instantiation can be formulated as:

\[
X_F' = X_F \otimes \sigma(Conv_{7 \times 7}([AvgPool(X_F), MaxPool(X_F)])),
\]

where \( \sigma \) denotes the sigmoid function. The \([\cdot, \cdot] \) is a concatenation operation. \( AvgPool(\cdot) \) and \( MaxPool(\cdot) \) denote the average and max pooling operations, respectively. \( Conv_{7 \times 7}(\cdot) \) is a convolution layer with the kernel size of 7. Albeit using a large-size kernel, the fea-
where feature \([\text{AvgPool}(X_f), \text{MaxPool}(X_f)]\) has only two channels through the information squeeze by pooling operations such that this step is still very computationally efficient in practice. We omit the embedding of \(X_f\) in this formulation for brevity. We believe using more complex attention architectures, such as \([16, 50, 82]\), is of the potentials to achieve higher improvements, and we expect more effective instantiations of our conceptualized Deep Frequency Filtering.

Discussion. The proposed Deep Frequency Filtering is conceptually new design to achieve instance-adaptive frequency modulation in the latent space of DNNs. It also corresponds to a novel neural operation albeit using an off-the-shelf architecture design as an exampled instantiation. Compared to prior frequency-domain works \([10, 59]\), we make the first endeavour to introduce an explicit instance-adaptive frequency selection mechanism into the optimization of DNNs. From the perspective of attention, conventional attention designs \([27, 68, 71, 82]\) learn masks from deep features in the original latent space, and adopt the learned masks to these features themselves to achieve feature modulation. FcaNet \([58]\) strives to a further step by learning channel attention weights from the results of frequency transform. But the learned attention weights are still used for the original features. In this aspect, we are the first to learn attention weights from frequency representations and also use the learned masks in the frequency domain to achieve our conceptualized frequency filtering.

3.4. Post-filtering Feature Restitution

The features captured in the frequency domain have been demonstrated to be global and complementary to the local ones captured in the original latent space in \([10]\). Thus, a simple two-branch is designed to exploit this complementarity to achieve an ensemble of both local and global features in \([10]\). This architecture is naturally applicable to the restitution of complementary local features as a post-filtering refinement in the context of our proposed concept. We thus evaluate the effectiveness of our proposed method on top of the two-branch architecture in \([10]\). Specifically, similar to \([10]\), we split the given intermediate feature \(X \in \mathbb{R}^{C \times H \times W}\) along its channel dimension into \(X^g \in \mathbb{R}^{rC \times H \times W}\) and \(X^l \in \mathbb{R}^{(1-r)C \times H \times W}\). The two-branch architecture can be formulated as:

\[
Y^l = f_1(X^l) + f_{g \rightarrow l}(X^g), \quad Y^g = f_g(X^g) + f_{l \rightarrow g}(X^l),
\]

(5)

where \(f_1(\cdot), f_g(\cdot), f_{l \rightarrow g}(\cdot)\) and \(f_{g \rightarrow l}(\cdot)\) denote four different transformation functions. Among them, \(f_1(\cdot), f_{l \rightarrow g}(\cdot)\) and \(f_{g \rightarrow l}(\cdot)\) are three regular convolution layers. In \([10]\), the \(f_g(\cdot)\) corresponds to the spectral transform implemented by their proposed convolution operation in the frequency domain. On top of it, we evaluate the effectiveness of our proposed DFF by adding this operation into the spectral transform branch of this architecture to achieve an explicit filtering operation in the frequency domain. The contribution on this two-branch architecture design belongs to \([10]\).

3.5. Model Training

In addition to commonly used task-related loss functions (for classification or retrieval), we train a domain classifier with a domain classification loss and adopt a gradient reversal layer \([20]\). These are commonly used in DG research works for explicitly encouraging the learning of domain-invariant features and the suppression for features conducive to domain generalization. The feature extractor is optimized for minimizing the task losses while maximizing the domain classification loss simultaneously.

4. Experiments

4.1. Datasets and Settings

We evaluate the effectiveness of our proposed Deep Frequency Filtering (DFF) for Domain Generalization (DG) on Task-1: the close-set classification task and Task-2: the open-set retrieval task, i.e., person re-identification (ReID).

For Task-1, Office-Home dataset \([34]\) is a commonly used domain generalization (DG) benchmark on the task of classification. It consists of 4 domains (i.e., Art (Ar), Clip Art (Cl), Product (Pr), Real-World (Rw)). Among them, three domains are used for training and the remaining one is considered as the unknown target domain for testing.

For Task-2, person ReID is a representative open-set retrieval task, where different domains do not share their label space. i) following \([44, 83]\), we take four large-scale datasets (CUHK-SYSU (CS) \([72]\), MSMT17 (MS) \([70]\), CUHK03 (C3) \([38]\) and Market-1501 (MA) \([85]\)). For evaluation, a model is trained on three domains and tested on the remaining one. ii) several large-scale ReID datasets e.g., CUHK02 \([37]\), CUHK03, Market-1501 and CUHK-SYSU, are viewed as multiple source domains. Each small-scale ReID dataset including VIPeR \([23]\), PRID \([25]\), GRID \([46]\) and iLIDS \([86]\) is used as an unseen target domain. To comply with the General Ethical Conduct, we exclude DukeMTMC from the source domains.

We adopt ResNet-18 and ResNet-50 \([24]\) as our backbone for Task-1 and Task-2, respectively. All reported results are obtained by the averages of five runs. We provide more implementation details in the supplementary material.

4.2. Ablation Study

4.2.1 The effectiveness of DFF

To investigate the effectiveness of our proposed Deep Frequency Filtering (DFF), we compare it with the ResNet baselines (Base) and the ResNet-based FFC \([10]\) models
Table 1. Performance comparisons of our proposed Deep Frequency Filtering (DFF) with the baselines and the models with deep filtering in the original feature space. “Base” refers to the vanilla ResNet baseline. In “SBase”, we use ResNet-based FFC in [10], serving as a strong baseline. “Ori-F” refers to a filtering operation in the original feature space, adopted in the local branch $f_l$ and global branch $f_g$, respectively. When adopted in $f_g$, the FFT/iFFT operations are discarded from $f_g$ so that the filtering is in the original feature space instead of the frequency space. “Fre-F” represents our proposed Deep Frequency Filtering.

<table>
<thead>
<tr>
<th>Method</th>
<th>Source→Target</th>
<th>mAP</th>
<th>R1</th>
<th>mAP</th>
<th>R1</th>
<th>mAP</th>
<th>R1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Base</td>
<td>MS+CS+C3→MA</td>
<td>39.4</td>
<td>83.1</td>
<td>30.3</td>
<td>29.1</td>
<td>18.0</td>
<td>41.9</td>
</tr>
<tr>
<td>SBase (FFC)</td>
<td></td>
<td>66.2</td>
<td>84.7</td>
<td>35.8</td>
<td>35.4</td>
<td>19.4</td>
<td>44.8</td>
</tr>
<tr>
<td>Ori-F in $f_l$</td>
<td></td>
<td>66.9</td>
<td>85.0</td>
<td>36.2</td>
<td>35.9</td>
<td>19.8</td>
<td>45.1</td>
</tr>
<tr>
<td>Ori-F in $f_g$</td>
<td></td>
<td>61.9</td>
<td>83.5</td>
<td>32.7</td>
<td>31.9</td>
<td>18.4</td>
<td>42.8</td>
</tr>
<tr>
<td>Fre-F (Ours)</td>
<td></td>
<td>71.1</td>
<td>87.1</td>
<td>41.3</td>
<td>41.1</td>
<td>25.1</td>
<td>50.5</td>
</tr>
</tbody>
</table>

Table 2. Performance comparisons of different implementations of the frequency filtering operation. “Task.” refers to the filtering operation using a task-level attention mask where the mask is implemented with network parameters and is shared over different instances. “Ins.” denotes the filtering operation using learned instance-adaptive masks. “C” and “S” represents the filtering performed along the channel and spatial dimensions, respectively.

<table>
<thead>
<tr>
<th>Method</th>
<th>Source→Target</th>
<th>mAP</th>
<th>R1</th>
<th>mAP</th>
<th>R1</th>
<th>mAP</th>
<th>R1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Base</td>
<td>MS+CS+C3→MA</td>
<td>59.4</td>
<td>83.1</td>
<td>30.3</td>
<td>29.1</td>
<td>18.0</td>
<td>41.9</td>
</tr>
<tr>
<td>SBase (FFC)</td>
<td></td>
<td>66.2</td>
<td>84.7</td>
<td>35.8</td>
<td>35.4</td>
<td>19.4</td>
<td>44.8</td>
</tr>
<tr>
<td>Task.(C)</td>
<td>MS+MA+CS→C3</td>
<td>62.7</td>
<td>80.0</td>
<td>32.1</td>
<td>31.4</td>
<td>19.5</td>
<td>44.9</td>
</tr>
<tr>
<td>Task.(S)</td>
<td></td>
<td>68.6</td>
<td>85.8</td>
<td>37.0</td>
<td>36.3</td>
<td>20.8</td>
<td>45.4</td>
</tr>
<tr>
<td>Ins.(C)</td>
<td>MS+CS+C3→MS</td>
<td>69.8</td>
<td>86.2</td>
<td>36.4</td>
<td>35.9</td>
<td>21.0</td>
<td>45.7</td>
</tr>
<tr>
<td>Ins.(S) (Ours)</td>
<td></td>
<td>71.1</td>
<td>87.1</td>
<td>41.3</td>
<td>41.1</td>
<td>25.1</td>
<td>50.5</td>
</tr>
</tbody>
</table>

Table 3. The ablation results on the influence of the two-branch architecture. “FFC” refers to the frequency-domain convolution work [10] without our proposed filtering operation. “only $f_g$” denotes the setting in which we adopt the FFC or our proposed DFF over the complete feature without the splitting along the channel dimension, corresponding to using a single branch architecture. “$f_l + f_g$” represents the setting in which we split the feature along the channel dimension and adopt frequency-domain operations (FFC or our DFF) on one half of them.

<table>
<thead>
<tr>
<th>Method</th>
<th>Source→Target</th>
<th>mAP</th>
<th>R1</th>
<th>mAP</th>
<th>R1</th>
<th>mAP</th>
<th>R1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Base</td>
<td>MS+CS+C3→MA</td>
<td>39.4</td>
<td>83.1</td>
<td>30.3</td>
<td>29.1</td>
<td>18.0</td>
<td>41.9</td>
</tr>
<tr>
<td>FFC(only $f_g$)</td>
<td></td>
<td>60.1</td>
<td>80.4</td>
<td>26.1</td>
<td>24.8</td>
<td>17.3</td>
<td>40.2</td>
</tr>
<tr>
<td>FFC($f_l + f_g$)</td>
<td></td>
<td>66.2</td>
<td>84.7</td>
<td>35.8</td>
<td>35.4</td>
<td>19.4</td>
<td>44.8</td>
</tr>
<tr>
<td>Ours(only $f_g$)</td>
<td></td>
<td>64.2</td>
<td>83.4</td>
<td>29.3</td>
<td>28.1</td>
<td>17.6</td>
<td>40.4</td>
</tr>
<tr>
<td>Ours($f_l + f_g$)</td>
<td></td>
<td>71.1</td>
<td>87.1</td>
<td>41.3</td>
<td>41.1</td>
<td>25.1</td>
<td>50.5</td>
</tr>
</tbody>
</table>

4.2.3 The importance of instance-adaptive attention

Our proposed DFF is allowed to be implemented using a spatial attention on the frequency representations of features. In Table 2, we compare the performance of adopting task-level and instance-level attention mask as well as channel and spatial filtering, respectively. We can observe that Ins. (S) clearly and consistently outperforms Task. (S) over all settings on both tasks. The results suggest that using instance-adaptive attention mask is essential for implementing our proposed DFF. We observe that different instances correspond to diversified frequency components in the feature space. Thus, a task-level attention mask is weak for all instances, which may explain the performance gaps in Table 2. We need to perform the modulation of feature frequency components with instance-adaptive weights.

4.2.4 Spatial v.s. Channel

DFF can be implemented with a spatial attention module, since different spatial positions of the frequency representations correspond to different frequencies. Admittedly, we can also adopt the channel attention to the frequency representations, which can be viewed as a representation refinement within each frequency component rather than perform Deep Frequency Filtering. The results in Table 2 show that spatial attention consistently outperforms channel attention in both task-level and instance-level settings. This indicates that frequency filtering (or selection) is more important than the refinement of frequency-domain representations for domain generalization.

4.2.5 The Influence of the Two-branch Architecture

As mentioned above, we adopt the two-branch architecture proposed by FFC [11] as a base architecture and apply our frequency filtering mechanism to the spectral transform branch. As shown in Table 3, the performances of
Table 4. Performance (classification accuracy %) comparison with the state-of-the-art methods on close-set classification task. We use ResNet-18 as backbone. Best in bold.

<table>
<thead>
<tr>
<th>Method</th>
<th>Source → Target</th>
<th>CL,Pr,Rw→Ar</th>
<th>Ar,Pr,Rw→CL</th>
<th>Ar,Cl,Rw→F</th>
<th>Ar,Cl,Pr→Rw</th>
<th>Avg</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td></td>
<td>52.2</td>
<td>43.5</td>
<td>70.9</td>
<td>73.2</td>
<td>60.5</td>
</tr>
<tr>
<td>CSA [51]</td>
<td></td>
<td>59.9</td>
<td>49.9</td>
<td>74.1</td>
<td>75.7</td>
<td>64.9</td>
</tr>
<tr>
<td>D-SAM [18]</td>
<td></td>
<td>58.0</td>
<td>44.4</td>
<td>69.2</td>
<td>71.5</td>
<td>60.8</td>
</tr>
<tr>
<td>MMD-AAE</td>
<td></td>
<td>56.5</td>
<td>47.3</td>
<td>72.1</td>
<td>74.8</td>
<td>62.7</td>
</tr>
<tr>
<td>CrossGrad</td>
<td></td>
<td>58.4</td>
<td>49.4</td>
<td>73.9</td>
<td>75.8</td>
<td>64.4</td>
</tr>
<tr>
<td>JiGen [8]</td>
<td></td>
<td>53.0</td>
<td>47.5</td>
<td>71.5</td>
<td>72.8</td>
<td>61.2</td>
</tr>
<tr>
<td>RSC [29]</td>
<td></td>
<td>58.4</td>
<td>47.9</td>
<td>71.6</td>
<td>74.5</td>
<td>63.1</td>
</tr>
<tr>
<td>MixStyle</td>
<td></td>
<td>58.7</td>
<td>53.4</td>
<td>74.2</td>
<td>75.9</td>
<td>65.5</td>
</tr>
<tr>
<td>Ours</td>
<td></td>
<td>65.4</td>
<td>53.7</td>
<td>74.9</td>
<td>76.5</td>
<td>67.6</td>
</tr>
</tbody>
</table>

Table 5. Performance (%) comparison with the state-of-the-art methods on the open-set person ReID task. “Source” refers to the multiple training datasets, i.e., Market-1501 (MA), DukeMTMC-reID (D), CUHK-SYSU (CS), CUHK03 (C3) and CUHK02 (C2). “All” represents using MA+D+CS+C3+C2 as source domains. We do not include DukeMTMC-reID (D) in the training domains since this dataset has been discredited by the creators, denoted as “All w/o D”.

<table>
<thead>
<tr>
<th>Method</th>
<th>Source</th>
<th>Target:VIPeR(V)</th>
<th>Target:GRID(P)</th>
<th>Target:GRID(G)</th>
<th>Target:LiDS(I)</th>
<th>Mean of V, P, G, I</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ours</td>
<td>All</td>
<td>35.5</td>
<td>57.6</td>
<td>73.0</td>
<td>62.3</td>
<td>77.9</td>
</tr>
<tr>
<td>DDIN [62]</td>
<td>All</td>
<td>51.2</td>
<td>60.1</td>
<td>39.2</td>
<td>52.0</td>
<td>41.1</td>
</tr>
<tr>
<td>DDAN [9]</td>
<td>All</td>
<td>56.5</td>
<td>60.8</td>
<td>62.9</td>
<td>67.5</td>
<td>50.9</td>
</tr>
<tr>
<td>RaMoE [15]</td>
<td>All</td>
<td>56.6</td>
<td>64.6</td>
<td>57.7</td>
<td>67.3</td>
<td>54.2</td>
</tr>
<tr>
<td>SNR [31]</td>
<td>All</td>
<td>49.2</td>
<td>58.0</td>
<td>47.3</td>
<td>60.4</td>
<td>49.0</td>
</tr>
<tr>
<td>CBN [30]</td>
<td>All</td>
<td>49.0</td>
<td>59.2</td>
<td>61.3</td>
<td>65.7</td>
<td>43.3</td>
</tr>
<tr>
<td>Person30K</td>
<td>All</td>
<td>53.9</td>
<td>60.4</td>
<td>60.6</td>
<td>68.4</td>
<td>50.9</td>
</tr>
<tr>
<td>DIR-ReID</td>
<td>All</td>
<td>58.3</td>
<td>62.9</td>
<td>71.1</td>
<td>75.6</td>
<td>52.1</td>
</tr>
<tr>
<td>MetABIN</td>
<td>All</td>
<td>56.2</td>
<td>66.0</td>
<td>72.5</td>
<td>79.8</td>
<td>59.1</td>
</tr>
<tr>
<td>QAConv [42]</td>
<td>All w/o D</td>
<td>57.0</td>
<td>66.3</td>
<td>52.3</td>
<td>62.2</td>
<td>48.6</td>
</tr>
<tr>
<td>Mix [61]</td>
<td>All w/o D</td>
<td>60.8</td>
<td>68.2</td>
<td>55.0</td>
<td>65.3</td>
<td>40.0</td>
</tr>
<tr>
<td>MetaBIN [13]</td>
<td>All w/o D</td>
<td>55.9</td>
<td>64.3</td>
<td>61.2</td>
<td>70.8</td>
<td>50.2</td>
</tr>
<tr>
<td>Ours</td>
<td>All w/o D</td>
<td>65.7</td>
<td>74.2</td>
<td>71.8</td>
<td>78.6</td>
<td>56.4</td>
</tr>
</tbody>
</table>

FFC (only \( f_g \)) and FFC (\( f_1 + f_g \)) are inferior to Ours (only \( f_g \)) and Ours (\( f_1 + f_g \)) respectively, which indicates that simply filtering frequency components of features can bring striking improvement of the generalization ability. And the performance gap between Ours (\( f_1 + f_g \)) and Ours (only \( f_g \)) demonstrates that the two-branch structure for Post-filtering Feature Restitution can restore the globally filtered features. Furthermore, the complementary local filtering helps the learning of generalizable feature representation.

4.3. Comparison with the State-of-the-arts

4.3.1 Performances on close-set classification (Task-1)

In Table 4, we show the comparisons with the state-of-the-art approaches for Task-1 on Office-Home dataset. All our reported results are averaged over five runs. We observe that our proposed DFF outperforms most existing DG methods and achieves 67.6% classification accuracy on average using ResNet-18, and outperforms the second-best method MixStyle [88] by 2.2% average classification accuracy.

4.3.2 Performances on open-set retrieval (Task-2)

As shown in Table 5 and Table 6, our DFF model achieves significant performance improvements on all settings. Specifically, (see the Table 5), the mean performance of our method exceeds the second-best by 8.9% in R1 accuracy and 7.8% in mAP. As shown in Table 6, our DFF outperforms the second-best by 3.4%, 6.7%, 5.2% in R1 accuracy and 8.0%, 7.1%, 7.3% in mAP on Market-1501, CUHK03, MSMT17, respectively. When under the setting (i.e., the testing set of the seen domains are also included for training model), our DFF performs better than the second-best by 7.3%, 8.1%, 5.2% in R1 accuracy and 13.8%, 8.5%, 6.5% in mAP. The results demonstrate that our DFF can significantly improve the generalization ability of learned features even with a simple learned filtering operation in the frequency domain.

4.4. Complexity Analysis

In Table 7, we compare the complexities of our DFF and vanilla ResNet models. The GFLOPs are calculated with input size of 224 × 224. FFT and inverse FFT are parameter-free and our filtering design uses average-pooling and max-pooling operations to reduce computational cost. Thus, our DFF module only brings limited extra GFLOPs and parameters. Our experiment results demonstrate significant performance gain over vanilla ResNet variants.

4.5. Visualization of Learned Masks

We visualize the learned masks at different depths used for Deep Frequency Filtering in our proposed scheme. The visualization results are in Fig. 2. We draw two observations: 1) The models equipped with DFF tend to enhance
Middle

**Table 6. Performance (%) comparison with the state-of-the-art methods on the open-set person ReID task.** Evaluation on four large-scale person ReID benchmarks including Market-1501 (MA), Cuhk-SYSC (CS), CUHK03 (C3) and MSMT17 (MS). ‘Com-’ refers to combining the train and test sets of source domains for training. The M\(^5\)L with a superscript ‘\*’ denote the model adopting IBN-Net50 as backbone. Without this superscript, ResNet-50 is taken as the backbone.

<table>
<thead>
<tr>
<th>Method</th>
<th>Source</th>
<th>Market-1501</th>
<th>Source</th>
<th>CUHK03</th>
<th>Source</th>
<th>MSMT17</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>mAP R1</td>
<td></td>
<td>mAP R1</td>
<td></td>
<td>mAP R1</td>
<td></td>
</tr>
<tr>
<td>SNR [31]</td>
<td>34.6 62.7</td>
<td></td>
<td>8.9 8.9</td>
<td></td>
<td>6.8 19.9</td>
<td></td>
</tr>
<tr>
<td>M(^5)L [84]</td>
<td>58.4 79.9</td>
<td></td>
<td>20.9 31.9</td>
<td></td>
<td>15.9 36.9</td>
<td></td>
</tr>
<tr>
<td>M(^5)L* [84]</td>
<td>61.5 82.3</td>
<td>MS+CS+C3</td>
<td>34.2 34.4</td>
<td></td>
<td>16.7 37.5</td>
<td></td>
</tr>
<tr>
<td>QAConv(_{42})</td>
<td>63.1 83.7</td>
<td></td>
<td>25.4 24.8</td>
<td>CS+MA+C3</td>
<td>16.4 45.3</td>
<td></td>
</tr>
<tr>
<td>MetaBIN [13]</td>
<td>57.9 80.0</td>
<td>MS+CS+MA</td>
<td>28.8 28.3</td>
<td></td>
<td>17.8 40.2</td>
<td></td>
</tr>
<tr>
<td>Ours</td>
<td>71.1 87.1</td>
<td>41.3 41.4</td>
<td>25.1 50.5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SNR [31]</td>
<td>52.4 77.8</td>
<td></td>
<td>17.5 17.1</td>
<td></td>
<td>7.7 22.0</td>
<td></td>
</tr>
<tr>
<td>M(^5)L [84]</td>
<td>61.2 81.2</td>
<td></td>
<td>32.3 33.8</td>
<td></td>
<td>16.2 36.9</td>
<td></td>
</tr>
<tr>
<td>M(^5)L* [84]</td>
<td>62.4 82.7</td>
<td>Com-</td>
<td>35.7 36.5</td>
<td></td>
<td>17.4 38.6</td>
<td></td>
</tr>
<tr>
<td>QAConv(_{42})</td>
<td>66.5 85.0</td>
<td>(MS+CS+C3)</td>
<td>32.9 33.3</td>
<td>(CS+MA+C3)</td>
<td>17.6 46.6</td>
<td></td>
</tr>
<tr>
<td>MetaBIN [13]</td>
<td>67.2 84.5</td>
<td>(MS+CS+MA)</td>
<td>43.0 43.1</td>
<td></td>
<td>18.8 41.2</td>
<td></td>
</tr>
<tr>
<td>Ours</td>
<td>81.0 92.3</td>
<td>51.5 51.2</td>
<td>25.3 51.8</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 7. Comparison of Parameters (#Para), GFLOPs and the Top-1 classification accuracy (Acc.) on ImageNet-1K between the models equipped with DFF and their corresponding base models. “DFF-R18/R50” denote the ResNet-18/-50 models equipped with our DFF.

<table>
<thead>
<tr>
<th>Model</th>
<th>#Para</th>
<th>GFLOPs</th>
<th>Acc.</th>
<th>Model</th>
<th>#Para</th>
<th>GFLOPs</th>
<th>Acc.</th>
</tr>
</thead>
<tbody>
<tr>
<td>ResNet18</td>
<td>11.7M</td>
<td>1.8</td>
<td>69.8</td>
<td>ResNet50</td>
<td>25.6M</td>
<td>4.1</td>
<td>76.5</td>
</tr>
<tr>
<td>DFF-R18</td>
<td>12.2M</td>
<td>2.0</td>
<td>72.3</td>
<td>DFF-R50</td>
<td>27.7M</td>
<td>4.5</td>
<td>77.9</td>
</tr>
</tbody>
</table>

Figure 2. Visualization of the learned spatial masks of DFF for the filtering in the frequency domain. The grayscale denotes the mask value, while “white” and “black” correspond to “1” and “0”, respectively. For each mask, the left top and bottom corners correspond to the low-frequency components while the right middle corresponds to the high-frequency components. The masks at different depths are resized to the same resolution.

Figure 3. We compare the feature maps extracted by the model without (left) and the model with DFF (right). The lighter the color is, the larger the feature value is.

4.6. Visualization of Learned Feature Maps

We compare the feature maps extracted by the model equipped with our proposed DFF and the one without DFF (see Fig. 3). We observe that the features learned by the model equipped with DFF have higher responses for human-body regions than those learned by the baselines model without DFF. This indicates that DFF enables neural networks to focus more precisely on target regions and suppress unrelated feature components (e.g., backgrounds).

5. Conclusion

In this paper, we first conceptualize Deep Frequency Filtering (DFF) and point out that such a simple mechanism can significantly enhance the generalization ability of deep neural networks across domains. This provides a novel alternative for this field. Furthermore, we discuss the implementations of DFF and showcase the implementation with a simple spatial attention in the frequency domain can bring stunning performance improvements for DG. Extensive experiments and ablational studies demonstrate the effectiveness of our proposed method. We leave the exploration on more effective instantiations of our conceptualized DFF in the future work, and encourage more combinations and interplay between conventional signal processing and deep learning technologies.
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